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Abstract: This paper aims to extract and select the significant features of elec-
troencephalogram (EEG) signals and classify the visual stimulation of distinct col-
ors. In this work, a novel method for selecting distinct colors using EEG signals
called affinity artificial immune and Daubechies wavelet time-based learning (AAI-
DWTL) is proposed. Initially, the EEG signals were collected in a controlled envi-
ronment and an in-built band-pass filter was applied to remove the artifacts. The
filtered signals were converted into frequency domain signals using least square-
based short-term Fourier transform. After that, by utilizing Daubechies wavelet
statistical time-based feature extraction model the time domain features were ex-
tracted. Followed by, computationally efficient features were selected using an
affinity artificial immune-based feature selection model. The selected features were
classified using a polynomial kernel multiclass classification-based machine learning
algorithm and achieved an accuracy of 97.5% when compared with other methods
like linear discriminant analysis (LDA) which obtained only 92%. Furthermore,
while utilizing the proposed method classification time was considerably less when
compared to LDA. The experimental result shows that the proposed color stimu-
lation of the EEG signals method achieved greater improvement in terms of both
classification time and classification accuracy with a minimum false positive rate.
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1. Introduction

From the inception of human civilization, two significant elements intimately in-
volved are color and perception of color. Survival like selecting safe foods, identi-
fying optimal and secured routes, for changing emotional experiences to numerous
stimuli, even in the modern world color reshapes the richness of complicated visual
information. Nonetheless, the investigation of color perception and its influences on
the human brain is interesting as well as significant as it fascinates both practical
and theoretical areas of interest.

In order to analyze the brain response while visualizing the colors, non-linear
techniques like multi fractal detrended fluctuation analysis and multi fractal de-
trended cross-correlation analysis (MFDFA and MFDXA) which are time domain
features were used. By using these techniques, it has been inferred that an inter
and intra-lobe correlation has occurred, but the accuracy was not taken into con-
sideration [1]. [2] have inferred that decoding of colors using the EEG signals can
be varied due to brightness and also the features of space [2].

[5] classified the primary colors of EEG signals using multiclass classification
techniques along with a novel combination of forward feature selection mechanisms.
The dimensionality of the data is reduced using this feature selection technique and
the overall result was enhanced effectively resulting in a classification accuracy of
80.6%. [7] performed an Ishihara test to find the response of event-related potentials
that emerged from the acquainted EEG signals and inferred that there is variation
in response between a partial color-blind person and a normal person.

Motivated by the above facts in this paper, the objective remains to investigate
the most effective features of stimulated EEG signals for various color perceptions
using a novel feature selection and extraction method. Initially, the preprocessed
signals undergo Daubechies wavelet statistical time-based feature extraction algo-
rithm for extracting time domain accurate features followed by a feature selection
algorithm namely affinity artificial immune system to select the relevant features
that have not been reported ever before.

The contributions of this paper are to investigate Daubechies wavelet statisti-
cal time-based feature extraction algorithm for extracting time domain accurate
features and to propose affinity artificial immune-based feature selection algorithm
for selecting significant features for reducing computational complexity and a poly-
nomial kernel multiclass classification-based machine learning algorithm for classi-
fying the EEG signals for various color stimulation.

2. Related Works

A comprehensive review of stimuli presentation was investigated by [8] which
formed a paramount part of any emotion elicitation experiment in effect analy-
sis. Also due to the dearth of excellent recommendations, the researchers utilized
their own designed methods that were also not found to be information, therefore
not in keeping with ambiguous results. Therefore, a detailed study of the stimuli
with an in-depth report was also made. Moreover, the influence of noise on the
recognition aspect was also covered by [9].
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Certain EEG pieces have been associated with the discernment of temporal
magnitudes as a whole. However, to date, there does not remain a clear-cut idea
regarding the role of time perception or magnitude perception playing a major role
as far as EEG components are concerned. [10] recorded the EEG signals whereas
the subject matters were made to make judgments about time or magnitude in a
comparative manner, therefore forming mechanics between time and number.

[21] analyzed the effect of various color stimuli to measure signal-to-noise ratio
and identified that average frequency provides a good signal to noise ratio than
that of low-frequency signals. Yet the ability of color perception for primary colors
namely RGB was made utilizing a Type 2 fuzzy classifier and provides interesting
application for color identification and better classification accuracy was seen.

[22] designed an efficient method named reflection co-efficient for feature ex-
traction from EEG signals. This also reduces the computational complexities. A
combination of reflection coefficient features with support vector machines classifier
classifies mental tasks with good accuracy and less computational time.

[22] proposed an ensemble method combining principal component analysis
(PCA) with T-statistics for extracting robust features were designed. With this
spatial PCA, features were extracted that in turn minimized the signal dimension-
ality. However, the classification accuracy was not focused. To concentrate on
this issue, both time and frequency features were employed by [23] EEG signal
classification.

[23] proposed a novel feature extraction method for automatically classifying
emotions. First, reliable deep features were obtained by employing five distinct deep
convolutional neural networks. Secondly for pre-processing, the obtained signals
utilized various techniques like wavelet transform (WT) and continuous wavelet
transform (CWT) were used. Finally, for classifying into valence and arousal classes
support vector machine method was used, therefore causing a great improvement
in accuracy rate. Pritom, [24] employed yet another method called common spatial
domain for converting the EEG signals into frequency domains followed by feature
extraction and finally classification of EEG signals on time.

[25] utilized a non-linear feature extractor named Hamsi-Pat using substitution
box (S-Box) for feature generation. By using this dimension reduction was achieved
and in addition accuracy involved in the classification process was also found to be
improved using k nearest neighborhood (KNN) classifier. [26] investigated on deep
learning methods for the classification of alcoholic EEG signals based on principal
components and ANN as classifier. [16] utilized a multi-scale CNN on EEG signals
for the classification purpose, thus improving the classification accuracy to a greater
extent.

[15] examines the use of EEG signals in emotion recognition, highlighting
the advantages of EEG over other modalities due to its sensitivity and real-time
response. (Huang et al) comprehensively reviews various EEG-based feature ex-
traction, machine learning, and deep learning methods for emotion recognition,
discussing relevant studies and suggesting future research directions in this field.

[17] propose a hybrid neural network and time-frequency analysis for cardiac ab-
normality detection in ECG signals, employing visualization techniques and feature
reduction via PCA for efficient neural network-based classification. [18] addressing
fetal diagnosis, utilize time- frequency features and an ensemble cost-sensitive sup-
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port vector machine classifier based on cardiotocography signal transformations and
integrating novel image descriptors to predict fetal outcomes amidst data complex-
ity. [19] introduce a smart meter-based approach, employing time-frequency feature
combinations and machine learning, specifically random forest and SVM, to infer
household characteristics with improved accuracy from real Irish data. Concur-
rently, [20] focus on brain-computer interface applications, presenting a multi-scale
fusion convolutional neural network based on the attention mechanism network for
motor imagery EEG decoding. This innovative network integrates convolutional
neural networks and attention mechanisms to extract multi-scale features from
EEG signals, enhancing sensitivity and performance in classifying brain activities.
Their approach, validated using the BCI Competition IV-2a dataset, demonstrates
superior classification efficacy compared to conventional methods, thereby show-
casing its potential for decoding EEG information flow.

Based on the above observation from various papers, a novel method called affin-
ity artificial immune and Daubechies wavelet time-based learning (AAI-DWTL)
for color classification is proposed. An elaborate description of the AAI-DWTL
method is given in the following sections.

3. Experiment

3.1 Subject

The dataset comprises nine healthy male participants meticulously selected to en-
sure they are free from both color blindness and other health conditions that could
potentially interfere with the experimental process. Detailed instructions were pro-
vided to each participant beforehand, emphasizing the importance of maintaining
stillness during the EEG recording sessions to prevent any interference caused by
muscle movements or other overt actions that might introduce artifacts to the
data. Additionally, participants were advised to wash their hair to minimize high
impedance, ensuring optimal signal quality during EEG signal acquisition. These
measures were taken to guarantee the reliability and accuracy of the dataset col-
lected for the experimental procedures.

3.2 Experimental Set-Up

EEG signals were captured using a G-Nautilus device with 7 channels. Three chan-
nels were selected namely Cz, O1, and O2 for color visualization tasks according
to the 10-20 electrode positioning system. The EEG signals were captured using a
G-Tec High-Speed base station and recorded in the MATLAB Simulink for further
processing. The signals were captured in a controlled environment. Initially, the
subjects were asked to be calm, and the base signal was captured for 5 seconds. As
a total with a sampling rate of 250Hz, the band-pass filter is less than 30Hz, with
electrode 1 being CZ, electrode 2 being O1, electrode 3 being O2, and ground set
to C3 and left earlobe as reference. The impedance was kept below 5kohm while
capturing the signals.
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3.3 Experimental Protocol

The subjects were initially made relaxed and a blank screen is shown on an LCD
screen of 15 inches. The distance between the subject and the screen was about
50 centimeter. The subjects were asked to visualizing a blank screen for about 10 sec
and the interpretation was kept for baseline. Followed by seven colors namely, blue,
brown, green, magenta, red, violet, and yellow were shown to each subject for about
5 seconds and the signals were recorded. The sequence was continued five times in
five trials. Fig. 1 shows one sequence of the experimental protocol.

Blank screen 
for 10 seconds

One of the colors
for 5 seconds

Relaxation for 20 sec.
before next color

Fig. 1 Experimental protocol for one sequence.

4. EEG Signal Processing Methodology

Fig. 2 demonstrates the system design of brain machine interface. Initially, the
signals are obtained using color visualization tasks as per the protocol. The signals
are then preprocessed using short-term Fourier transform to remove noises and
the essential features are extracted using Daubechies wavelet statistical time-based
feature extraction model. The extracted features are then selected using the affinity
artificial immune system technique which is finally classified using the polynomial
kernel multiclass classification technique.

PreprocessingSignal acquisition Feature extraction

Feature selection Classification Testing and validation

Fig. 2 Block diagram for EEG signal processing.

4.1 Preprocessing Technique

Preprocessing is crucial in the removal of artifacts like muscle and overt movements
eyeblinks during signal recording and producing clean data. An in-built bandpass
filter of < 30Hz has been applied. The filtered signal undergoes a frequency do-
main shift using least squares-based short-term Fourier transform so that the local
sections of the obtained filtered EEG signal can be obtained over time. Fig. 3
shows the structure of the least squares-based short-term Fourier transform for
preprocessing.

As shown in Fig. 3, the procedure for computing least squares-based STFTs
is to split the longer time signal into shorter segments possessing definite lengths
and then evaluate the Fourier transform independently on each shorter segment.
The obtained filtered EEG signal is multiplied by a window function f(T ) and the
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Fig. 3 Structure of least squares-based short-term Fourier transform for 
preprocessing. 

As shown in the above figure, the procedure for computing least squares-based 
STFTs is to split the longer time signal into shorter segments possessing definite 
lengths and then evaluate the Fourier transform independently on each shorter 
segment. The obtained filtered EEG signal is multiplied by a window function f(T) 
and the Fourier transform of the resulting signal is slid along the time axis α, 
producing a two-dimensional signal representation and is mathematically stated as 
given below. 
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∞

ି∞

 ሺ1ሻ 

 From the above equation (1), f(T) forms the Gaussian window function, a(T) 
represents the obtained filtered EEG signal to be converted to the frequency 
domain, A(α,f) forms the Fourier transform for time axis T, frequency axis f 
respectively. Instead of just obtaining the products with sine and cosine waveforms, 
the least squares-based short term Fourier transform identified a time interval 
factor ϵ so that the pair would be fine-tuned for unequal powers at samples time Ti, 
to obtain a better estimate of power at a frequency. This is mathematically stated 
as given below.  

𝜖 ൌ tan 2𝑓𝛼 ൌ
∑ sin 2𝑓𝑇௜�

∑ cos 2𝑓𝑇௜௜
ሺ2ሻ 

Fig. 3 Structure of least squares-based short-term Fourier transform for prepro-
cessing.

Fourier transform of the resulting signal is slid along the time axis α, producing a
two-dimensional signal representation and is mathematically stated as given below.

STFT {a(T )} (α, f) ≡ A(α, f) =

∫ ∞

−∞
a(T )f(T − α)e−ifTdT . (1)

From Eq. (1), f(T ) forms the Gaussian window function, a(T ) represents the
obtained filtered EEG signal to be converted to the frequency domain, A(α, f)
forms the Fourier transform for time axis T , frequency axis f respectively. Instead
of just obtaining the products with sine and cosine waveforms, the least squares-
based short term Fourier transform identified a time interval factor ϵ so that the
pair would be fine-tuned for unequal powers at samples time Ti, to obtain a better
estimate of power at a frequency. This is mathematically stated as given below.

ϵ = tan 2fα =

∑
i sin 2fTi∑
i cos 2fTi

. (2)

In addition, the STFT is split in such a manner as to minimize the error φ
where the matrix M of filtered EEG signals minimizes the sum of squared errors
W as given below.

φ = MW. (3)
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5. Feature Extraction Method

The preprocessed signals are split into five distinct frequency bands (i.e., alpha,
beta, delta, theta, and gamma). To reduce the computational complexity and
time complexity Daubechies wavelet statistical time-based feature extraction of
EEG signals is utilized. It used to extract relevant information and features from
signals, particularly in the context of time-domain analysis. This approach com-
bines the power of wavelet transforms and statistical analysis to capture essential
characteristics of a signal’s behavior over time.

As shown in Fig. 4 Daubechies wavelet statistical time-based feature extrac-
tion model, with the selected features and five distinct bands as input, statistical
time-based functions are applied to obtain accurate features (Wicaksono A, 2020)
and resulting sub-signals within each frequency band. These statistical measures
(FS) capture important characteristics of the signal’s behavior in the time domain.
Common statistical measures include mean, average energy, and standard devia-
tion.
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Fig. 4 Daubechies wavelet statistical time-based feature extraction. 

First, the mean value of each sub-band signal for the corresponding selected 
features Fi is measured as given below.  

𝐹௜ ൌ
1

𝑛
෍ 𝐹𝑆൫𝜑௜௝൯

௡

௝ୀ1

ሺ4ሻ 

Second, the average energy value of each sub-band signal (φij) for the 
corresponding features selected is mathematically formulated as given below.  

𝐹௜ ൌ
1

𝑛
෍ 𝐹𝑆൫𝜑௜௝൯

2
௡

௝ୀ1

ሺ5ሻ 

Fig. 4 Daubechies wavelet statistical time-based feature extraction.

First, the mean value of each sub-band signal for the corresponding selected
features Fi is measured as given below.

µi =
1

n

n∑
j=1

FS(φij) (4)

Second, the average energy value of each sub-band signal (φij) for the corre-
sponding features selected is mathematically formulated as given below.

Ei =
1

n

n∑
j=1

FS(φij)
2 (5)

Finally, the standard deviation value of each sub-band signal for the correspond-
ing features selected is mathematically stated as given below.
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σ =

√√√√ 1

n

n∑
j=1

FS[φ2
ij ] (6)

Each raw EEG signal is decomposed into four details utilizing Daubechies
wavelet of order 4 (i.e., with level (n) 4) mathematically formulated as given below.

DW4[Fi] =
1 +

√
3

4
√
2

[FS(φ00)] +
3 +

√
3

4
√
2

[FS(φ01)]

+
3−

√
3

4
√
2

[FS(φ10)] +
1−

√
3

4
√
2

[FS(φ11)] (7)

From the above resultant features extracted, the definition of each element is
shown in Tab. I.

Frequency

Feature Freq1 Freq2 Freq3 Freq4 Freq5

Mean F1 F4 F7 F10 F13

Average energy F1 F5 F8 F11 F14

Standard deviation F3 F6 F9 F12 F15

Tab. I Feature vector element definition.

This extraction process where particularly useful when dealing with signals that
exhibit dynamic behavior over time, where changes in amplitude and frequency
components are crucial to characterizing the different patterns in the signal. As
given in Tab. I, three features (i.e., mean, average energy and standard deviation)
are extracted from each sub-band signal. With this, a resultant feature vector (i.e.,
features extracted ‘FE’) with 15 elements is generated.

6. Feature Selection

The feature selection is considered a significant step in the EEG signal analysis
[11]. To reduce the computational complexity with high dimensional data, feature
extracted data undergoes this process. Feature selection is considered a binary
factor and therefore, a value of 1 for each feature denotes that the feature is included
and hence is selected. On the other hand, a value of 0 for each feature denotes that
the feature is excluded and hence is eliminated. Fig. 5 shows the structure of the
affinity artificial immune-based feature selection model [9, 10].

As shown in Fig. 5, in the affinity-based artificial immune model, two essential
elements are antigens and antibodies. Here, antigens denote the problem to be
solved (i.e., features to be selected) and constraints (various frequency bands). On
the other hand, the antibodies represent the candidate solutions. Let us consider
an arbitrarily selected antibody population (PS) to be AP = PS = {PSi}, PSi ∈
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Fig. 5 Structure of affinity artificial immune-based feature selection model. 
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affinity-based artificial immune model in our work comprises population definition 
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recombination is mathematically formulated as given below. 

Fig. 5 Structure of affinity artificial immune-based feature selection model.

Ω, i = 1, 2, . . . , n with n being an m-dimensional group of antibodies with Ω rep-
resenting the feasible solution and n is the antibody population size. The affinity-
based artificial immune model in our work comprises population definition (i.e.,
population size = 100), cloning, recombination (0.8), hyper-mutation (0.2), and
fitness assignment.

Let us consider cloning operator T c to be modeled on the processed signals
ps1, ps2, . . . , psn mathematically stated as given below.

PS1(k) = T c(ps1, ps2, . . . , psn) = T c(ps1) + T c(ps2) + · · ·+ T c(psn) (8)

From the above Eq. (8), the processed signals output for the corresponding kth
generation is modeled based on the cloning operator T c. Next, let us consider
(c1, c2, . . . , cn) being the after-clone operator, then the recombination value TR on
the updated population is mathematically stated as given below.

PS2(k) = TR(c1, c2, . . . , cn) = TR(c1) + TR(c2) + · · ·+ TR(cn) (9)

From the above Eq. (9), the recombination resultant value PS2(k) is obtained
based on the recombination value TR on the updated population TR(c1)+TR(c2)+
· · · + TR(cn). Next, the hyper-mutation resultant value after recombination is
mathematically formulated as given below.

PS3(k) = TM (r1, r2, . . . , rn) = TM (r1) + TM (r2) + · · ·+ TM (rn) (10)
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From the above Eq. (10), hyper-mutation resultant value PS3(k) is obtained
based on the updated recombination processed signals TM (r1) + T c (r2) + · · · +
T c(rn). Finally, with this hyper-mutation resultant value, the fitness function result
is obtained using affinity measure as given below.

f = Dis(Tr[PS3(k)]− Ts[PS3(k)])

=

√(
Tr [PS3(k)]j − Ts [PS3(k)]j

)2

(11)

In the proposed work the features with an f value that lies between 0.5 and
1 were taken into account for potential feature. Generally, a greater f value indi-
cates a better ability to extract features for differentiation between various colors.
Tr[PS3(k)] and Ts[PS3(k)] are the transformed and target hyper-mutation resul-
tant value.

7. Classification

Finally, in this section, the polynomial kernel multiclass classification-based ma-
chine learning model is applied to the features selected as it has been proven to be
good in classification. Fig. 6 shows the structure of polynomial kernel multiclass
classification-based machine learning.
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7. Classification 
Finally, in this section, the polynomial kernel multiclass classification-based 
machine learning model is applied to the features selected as it has been proven to 
be good in classification. Figure 4 shows the structure of polynomial kernel 
multiclass classification-based machine learning. 

Fig. 6 Structure of polynomial kernel multiclass classifier model. 

 
As illustrated in figure 6 the polynomial kernel multiclass classifier constructs 

a hyperplane in such a manner that separates data points belonging to two different 
classes and then further splits down the multiclass classification for different color 
stimulations of EEG signals into multiple binary classifications. The objective here 
remains in mapping the data points to gain mutual linear separation between every 
two classes. Also, the hyperplane is selected in such a manner to maximize the 
distance to the closest training data points of any class. To be more specific, the 
larger the margin is, the higher the classification accuracy and vice versa. To 

Fig. 6 Structure of polynomial kernel multiclass classifier model.

As illustrated in Fig. 6 the polynomial kernel multiclass classifier constructs a
hyperplane in such a manner that separates data points belonging to two different
classes and then further splits down the multiclass classification for different color
stimulations of EEG signals into multiple binary classifications. The objective
here remains in mapping the data points to gain mutual linear separation between
every two classes. Also, the hyperplane is selected in such a manner to maximize
the distance to the closest training data points of any class. To be more specific,
the larger the margin is, the higher the classification accuracy and vice versa.
To classify N , n-dimensional training data points (i.e., training processed feature
selected signals) PSi, i = 1, 2, . . . , N , that either belong to class-1 or class-2 and the
associated labels be Yi = (0, . . . , 14) as red for class-1, Yi = (15, . . . , 29) as orange
for class-2, Yi = (30, . . . , 44) as yellow for class-3, Yi = (45, . . . , 59) as green for
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class-4, Yi = (60, . . . , 74) as blue for class-5, Yi = (75, . . . , 89) as indigo for class-6
and Yi = (90, . . . , 100) as violet for class-7 etc. A decision function is defined as
F (AV i) = wn AV i+b, where w denotes the m-dimensional vector and b represents
the bias term respectively. This is mathematically stated as given below.

AVi = [(PS)] · [(FE)] . (12)

From the above Eq. (12), the average value AV i is arrived at by utilizing the
processed EEG signals PS and the features extracted FE and these values are
substituted to model the hyperplane as given below.

wnAVi + b = 0. (13)

With the above hyperplane, the d-degree kernel polynomial is formulated as
given below to obtain multiclass classified results.

(wnAVi + b)
d
= 0. (14)

With the significant features selected the maximum frequency (obtained from
the frequency band) and d-degree kernel polynomial results were employed for
detecting different colors. Due to this, the false positive rate involved in analyzing
distinct colors were said to be reduced. With the significant features selected
the maximum frequency (obtained from the frequency band) and d-degree kernel
polynomial results were employed for detecting different colors. Due to this, the
false positive rate involved in analyzing distinct colors were said to be reduced.

8. Results and Discussions

The validations are performed to color stimuli using EEG signals obtained from
9 different subjects. Most samples (70%) were used for training, and (30%) were
taken for testing. The performance of the AAI-DWT, MFDFA and MFDXA, linear
discriminant analysis was evaluated and compared using three parameters namely
classification accuracy, classification time and false-positive rate respectively.

8.1 Classification Accuracy

The first parameter involved in the color stimulation of EEG signals is the accuracy
involved in the classification process [12].In other words, classification accuracy
(CA) refers to the percentage ratio of the number of correct color predictions made.
This is mathematically stated as given below.

CA =
CP

TP
· 100% (15)

Tab. II given below lists the classification accuracy obtained from Eq. (15) for
three different methods namely AAI-DWT, MFDFA and MFDXA, and multifractal
detrended fluctuation analysis (MFD) [1], linear discriminant analysis [2]. The
simulations were conducted for subject 1 at different time instances (T1 to T5) and
analyzed for green color.
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Classification accuracy (%)

Samples AAI-DWT MFDFA and MFDXA Linear
discriminant analysis

500 97.50 95.10 92.50
1000 95.35 92.25 90.35
1500 93.15 90.00 87.15
2000 91.15 88.45 83.00
2500 90.00 86.00 81.15
3000 88.45 84.35 78.00
3500 85.35 81.00 75.25
4000 82.00 78.15 71.00
4500 81.15 75.00 68.00
5000 78.00 72.15 65.25

Tab. II Tabulation for classification accuracy using AAI-DWT, MFDFA and
MFDXA [1], linear discriminant analysis [2].

Fig. 7 illustrates the classification results obtained using the three methods [2].
It is inferred that increasing the samples causes a significant amount of noise (i.e.
while obtaining filtered EEG signals and this in turn results in a decrease in the
classification accuracy. However, simulations performed with 5000 samples found
an improvement of 97.5% classification accuracy using AAI-DWT, 95.1% classifi-
cation accuracy using [1] and 92.5% classification accuracy using [2] respectively.
The improvement in the classification accuracy using AAI-DWT was owing to the
incorporation of Daubechies wavelet statistical time-based feature extraction al-
gorithm. By applying this algorithm first, statistical time-based function, mean,
average energy, and standard deviation were applied to the processed distinctly
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Fig. 7 Analysis of classification accuracy. 

8.2. Classification time 
 The second parameter of significance is the time taken for classification. It 
refers to the time involved in the classification of multiclass results. The equation 
is given below.  
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From equation (16), the classification time CT refers to the time taken for the 
classification process in Samplesi and the actual time involved in the classification 
process Time[wn AVi + b]. Milliseconds (ms) is the measure used for this 
parameter. Results of classification time is shown in table 3 which is arrived from 
equation (16) for three different methods, AAI-DWT, MFDFA, and MFDXA [1], 
linear discriminant analysis [2]. The simulations were conducted for the subject 
Gowtham at five different time instances ranging between T1 and T5 with the in-
depth analysis made for one color. 
  

Fig. 7 Analysis of classification accuracy.
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five band signals (i.e., alpha, beta, theta, delta, and gamma), and the proposed
feature extraction technique was used. With this, the classification of EEG sig-
nals into distinct colors was made accurately therefore improvement was observed
using AAI-DWT by 5% when compared to MFDFA and MFDXA and 12% when
compared to LDA.

8.2 Classification Time

The second parameter of significance is the time taken for classification. It refers
to the time involved in the classification of multiclass results. The equation is given
below.

CT =

n∑
i=1

Samplesi · Time [wnAVi + b] (16)

From Eq. (16), the classification time CT refers to the time taken for the
classification process in Samplesi and the actual time involved in the classification
process Time[wnAV i+b]. Milliseconds (ms) is the measure used for this parameter.
Results of classification time is shown in Tab. III which is arrived from Eq. (16) for
three different methods, AAI-DWT, MFDFA, and MFDXA [1], linear discriminant
analysis [2]. The simulations were conducted for the subject Gowtham at five
different time instances ranging between T1 and T5 with the in-depth analysis
made for one color.

Classification time (ms)

Samples AAI-DWT MFDFA and MFDXA Linear
discriminant analysis

500 75 115 140
1000 93 123 151
1500 123 152 183
2000 141 194 224
2500 162 212 253
3000 183 223 294
3500 201 283 318
4000 225 312 353
4500 283 334 412
5000 302 382 443

Tab. III Tabulation for classification time using AAI-DWT, MFDFA and MFDXA
[1], linear discriminant analysis [2].

Fig. 8 shows classification time using several samples obtained from subject
2. In the above figure, the horizontal axis refers to the number of sample signals
involved, and the vertical axis represents the classification time measured in terms
of milliseconds (ms). It is inferred that with the increase in the number of sam-
ple signals there is an increase in the number of candidate solutions and therefore
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increase in estimating the recombination and hypermutation for differentiation be-
tween various colors. As a result, there is an increase in the classification time
also. However, processing with 500 samples showed a segmentation time of 75ms
using the AAI-DWT method. 115ms using MFDFA and MFDXA, 140ms using
LDA method respectively. From these results, it can be inferred that the classi-
fication time using the AAI-DWT method was found to be lesser than MFDFA
and linear discriminant analysis. The affinity artificial immune-based feature se-
lection algorithm contributed to this result. By applying this algorithm, an affinity
measure was applied instead of a conventional artificial immune system, wherein
the corresponding cloning, recombination, and hyper-mutation were performed for
the corresponding signals. Finally, significant features were obtained via affined in-
put measures substitution and fitness function to obtain significant features. After
utilizing the proposed feature selection algorithm, the classification time has been
considerably reduced by 31% compared to MFDFA and MFDXA 47%compared to
LDA respectively.
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Fig. 8 Analysis of various method using classification time. 

8.3. False Positive Rate 
False positive rate is a measure used for differentiating the number of false 
positives or red color stimulus wrongly categorized as red color and the number of 
actual color stimulus that does not belong to red. 
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From the above equation (17), the false positive rate FPR results are obtained, and 
true negative rate TN. Table 4 given below gives the false positive rate results 
arrived based on the results from equation (17) for three different methods namely 
AAI-DWT, MFDFA and MFDXA, linear discriminant analysis. 
  

Fig. 8 Analysis of various method using classification time.

8.3 False Positive Rate

False positive rate is a measure used for differentiating the number of false positives
or red color stimulus wrongly categorized as red color and the number of actual
color stimulus that does not belong to red.

FPR =
FP

FP + TN
(17)

From the above Eq. (17), the false positive rate FPR results are obtained, and
true negative rate TN. Tab. IV given below gives the false positive rate results
arrived based on the results from Eq. (17) for three different methods namely AAI-
DWT, MFDFA and MFDXA, linear discriminant analysis.

Finally, Fig. 9 given above represents the false positive rate for differing sam-
ples. In the above figure, the x-axis represents the samples, and the y-axis denotes
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False positive rate (%)

Samples AAI-DWT MFDFA and MFDXA Linear
discriminant analysis

500 7.00 10.00 13.00
1000 7.35 10.25 13.15
1500 7.55 10.45 13.35
2000 8.00 10.85 13.85
2500 8.15 11.00 14.00
3000 8.25 11.35 14.15
3500 8.40 11.55 14.25
4000 8.85 11.80 15.00
4500 9.00 12.00 15.35
5000 9.35 12.35 16.00

Tab. IV Tabulation for false positive rate using AAI-DWT, MFDFA and MFDXA
[1], linear discriminant analysis [2].

its corresponding false positive rate. Increasing the samples causes an increase in
the false positive rate also. This is because of the reason that with the increase in
the samples provided as input, the color analysis may also pose a great challenge to
the user in identifying the color and this in turn results in a significant amount of
falsification of color analysis also. However, simulations conducted with 500 sam-
ples observed a false positive rate of 7% when applied with AAI-DWT, 10% using
MFDFA and MFDXA, and 13% using LDA respectively. With this analysis, the
false positive rate of the AAI-DWT was found to be comparatively lesser than the
methods discussed in [1] and [2]. polynomial kernel multiclass classification-based
machine learning algorithm contributed to this improvement. By applying this

 
K. Saranya, P. M. Pandiyan , C. R. Hema: Certain Investigations on Feature Selection Technique … 

 17 

Fig. 9 False positive rate. 

The confusion matrix (i.e., validating visual colors are predicted) for different 
color perceptions with 500 samples is shown in Table 5. 
 

Samples  Bl Br G M V R Y ACU (%) 
Blue 75 2 0 2 0 0 1 98 
Brown 0 28 0 0 2 0 0 95 
Green 0 0 65 0 0 3 0 97 
Magenta 0 0 0 232 0 0 0 100 
Violet 1 1 1 0 26 0 1 98 
Red 2 2 0 0 2 34 0 97 
Yellow 0 0 2 2 0 0 16 95 

Tab. V Confusion matrix with 500 samples. 

A confusion matrix is a trendy measure employed to address classification 
issues. It is used for binary classification as well as for multiclass classification 
issues [16, 17]. Where, R – red, Br – brown, Y – yellow, G – green, Bl – blue, 
M – magenta, V – violet, and ACU – accuracy. 

The results show that the AAI-DWT technique works well in EEG signal 
analysis, with good classification accuracy seen across a range of sample sizes. 
When compared to alternative methods such as MFDFA, MFDXA, and linear 
discriminant analysis, there is a significant improvement. Furthermore, the AAI-
DWT method reduces classification time significantly, owing to the effective 
feature selection algorithm used. Furthermore, the false positive rate study 
demonstrates the AAI-DWT approach's superiority in color analysis error 
minimization, highlighting its potential for real-world applications in EEG signal 
processing. The study focused solely on the feature extraction procedure and 
subsequent classification processes; therefore optimization or machine learning 
algorithms were not substantially examined. The purpose was to demonstrate the 

Fig. 9 False positive rate.
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algorithm, significant features extracted from maximum frequency and d-degree
kernel polynomial results were employed for identifying distinct colors. Next, by
employing multiclass classification via support vector machine, data points were
mapped to gain mutual linear separation between every two classes. Moreover,
the hyperplane was derived in such a way that the distance was maximized to the
closest training data points of any class. Due to this, falsification of color analysis
was found to be reduced and therefore minimizing the false positive rate involved
in analyzing distinct colors by 27% compared to [1] and 42% compared to [2].

The confusion matrix (i.e., validating visual colors are predicted) for different
color perceptions with 500 samples is shown in Tab. V.

Samples B O G I V R Y ACU (%)

Blue 75 2 0 2 0 0 1 98
Orange 0 28 0 0 2 0 0 95
Green 0 0 65 0 0 3 0 97
Indigo 0 0 0 232 0 0 0 100
Violet 1 1 1 0 26 0 1 98
Red 2 2 0 0 2 34 0 97
Yellow 0 0 2 2 0 0 16 95

Tab. V Confusion matrix with 500 samples.

A confusion matrix is a trendy measure employed to address classification issues.
It is used for binary classification as well as for multiclass classification issues
[16, 17]. Where, R – red, O – orange,, Y – yellow, G – green, B – blue, I – indigo,
V – violet, and ACU – accuracy.

The results show that the AAI-DWT technique works well in EEG signal anal-
ysis, with good classification accuracy seen across a range of sample sizes. When
compared to alternative methods such as MFDFA, MFDXA, and linear discrim-
inant analysis, there is a significant improvement. Furthermore, the AAI-DWT
method reduces classification time significantly, owing to the effective feature se-
lection algorithm used. Furthermore, the false positive rate study demonstrates
the AAI-DWT approach’s superiority in color analysis error minimization, high-
lighting its potential for real-world applications in EEG signal processing. The
study focused solely on the feature extraction procedure and subsequent classifi-
cation processes; therefore optimization or machine learning algorithms were not
substantially examined. The purpose was to demonstrate the effectiveness of the
suggested method, AAI-DWTL, in feature selection and classification accuracy for
EEG signal processing. While optimization and machine learning techniques are
important in signal processing, the scope was deliberately limited to provide a thor-
ough analysis of the suggested method’s performance. However, the significance of
optimization and machine learning techniques in improving classification results is
recognized, and their potential incorporation will be examined in future research
discussion.
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9. Conclusion

This system utilizes a novel affinity artificial immune and Daubechies wavelet time-
based learning (AAI-DWTL) method for color stimulation from EEG signals has
been used. The AAI-DWT method combines Daubechies wavelet statistical time-
based feature extraction using a statistical time-based function with affinity arti-
ficial immune-based feature selection model. The reason behind the improvement
was that first to remove the noise by converting filtered EEG signals to the fre-
quency domain employing least squares-based short-term Fourier transform algo-
rithm for preprocessing model. Second, Daubechies wavelet statistical time-based
feature extraction algorithm was applied to extract accurate features for color anal-
ysis. Third, affinity artificial immune-based feature selection algorithm was applied
that selected significant features based on frequency in a significant manner using
cloning, recombination, and hyper-mutation. Finally, the classification was made
by employing the polynomial kernel multiclass classification method for nine dif-
ferent subjects and the result shows that the classification accuracy was 97.5% us-
ing the proposed method which outperforms the MFDFA and MFDXA and LDA
method. In addition to that the false positive rate and the classification time of
AAI-DWT are lesser when compared to the other aforementioned methods.
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