Abstract: Distant supervision for relation extraction, an effective method to reduce labor costs, has been widely used to search for novel relational facts from text. However, distant supervision always suffers from incorrect labelling problems. Meanwhile, existing methods for noise reduction oftentimes ignore the commonalities in the instances. To alleviate this issue, we propose a distant supervision relation extraction model based on mutual information and multi-level attention. In our proposed method, we calculate mutual information based on the attention mechanism. Mutual information are used to build attention at both word and sentence levels, which is expected to dynamically reduce the influence of noisy instances. Extensive experiments using a benchmark dataset have validated the effectiveness of our proposed method.
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1. Introduction

The purpose of relation extraction is to obtain semantic relations of entity pairs in plain text, which is an important subtask of natural language processing (NLP). Traditional supervised methods for relation extraction require a large amount of labeled training data for specific relations, which is extremely expensive and time-consuming. In recent years, various large-scale knowledge bases (KBs) such as Freebase [3], DBpedia [1] and YAGO [22] have been established, and they are widely used in many natural language processing (NLP) tasks [27, 5]. Based on
this fact, Mintz et al. [17] proposes distant supervision for relation extraction to automatically label data via aligning KBs and texts. Because distant supervision can reduce the human cost of labeling data, it is widely used in various fields [4, 6]. Distant supervision make the assumption that if two entities have a relation in KBs, then all instances that contain these two entities will express this relation. However, this is an ideal hypothesis since the relation within a specific entity pairs is not unique in actual situations [9]. This leads to the incorrect labelling problem in the distant supervision for relation extraction [15]. To solve this problem, many classic strategies have been proposed, such as multiple instance method [20], probability map method [28, 23] and attention mechanism [14], and so on. Many novel methods have also been proposed in the latest research. Shen et al. [21] proposed a novel edge-reasoning hybrid graph (ER-HG) model, which leverage five types of background information instead of a specific type of information in previous works to achieve reasonable interaction between different kinds of information and alleviate the effects of noise. Moreira et al. [18] proposed a distant supervision neural relation extractor (BERT-Side), which uses additional KBs information aligned to BERT and achieves better performance for relation extraction. He et al. [8] proposed the relation extraction model DSREFC, which integrates semantic features and syntactic features into the representation and uses attention mechanism to obtain bag representation. It can significantly improve the effect of relation extraction. Xiao et al. [26] extended the application scope of distant supervision to the document level. They proposed a novel pre-trained model for document-level relation extraction, which denoises the document-level distant supervision data via multiple pre-training tasks. However, there are two major flaws in the existing distant supervision methods.

Firstly, the existing approaches assume that each instance in the package is independent with each other and processes each instance separately [24, 7, 13, 2]. This processing method ignores the connection between instances. In fact, instances with the same relation must have certain commonalities, while sentences with different relations are different. If most instances in the package are correct, we can use the similarity between an instance and the whole to estimate the correctness of the label. We take the result of aligning the triples (Biden, Born_in, US) with the text as an example. The result are shown in Tab. I. Sentence 0, sentence 4 and sentence 5 are correctly labeled sentences, and sentence 1, sentence 2 and sentence 3 are incorrectly labeled. The commonality (born in) between the correctly labeled sentences, sentence 0 and sentence 4, can be clearly observed. (In fact, in most cases, the commonalities between sentences will be more obscure and abstract. The situation is simplified for the illustration.) The incorrectly labeled sentence 1 does not have any similar semantic information with other sentences in the package. This phenomenon shows that the correct instances are often similar, but the wrong instances are usually different. Mutual information is a representation of the commonality between sentences, and it can help us to find the correct instance in the package.

Secondly, word-level methods usually assign weight to the words in the instance according to some criteria such as distance, without considering the role of words in the semantic expression of sentences [31, 12, 19, 30]. As mentioned above, mutual information reflects the commonality between sentence, so mutual information can
be applied to sentence-level noise reduction. Moreover, the semantics of sentences are composed of words, and the commonality between sentences is basically derived from the effective words in them. Therefore, mutual information can also play a positive role in distinguishing effective words in sentences.

Aiming at above problems, we propose a novel model for extracting relation based on mutual information and multi-level attention. Our method is based on the hypothesis that correct sentences are connected and often share some commonalities, while wrong sentences are usually irrelevant to others. Mutual information is a measure of the semantic similarity of instances in a package. It represents the degree of relevance between an instance and others in the package. We use mutual information to build attention at the word-level and sentence-level to reduce the impact of noise on the performance of relation extraction. The experimental results show that our model provides significant and consistent improvements in relation extraction, comparing with the state-of-the-art methods.

The main contributions of this paper are summarized as follows:

1. We introduce the concept of mutual information to distant supervised relation extraction. The mutual information of instances is constructed through the attention mechanism to reflect the semantic connection in the package.

2. Mutual information is used to establish multi-level attention. We use mutual information to build attention at the word level and sentence level, which is expected to dynamically reduce the influence of those noisy instances.

3. In order to ensure the accuracy of mutual information, we use dense network combined with PCNN as the coding layer. In the experiments, results show that our model achieves better performance in distant supervised relation extraction.

2. Methodology

We propose a new relation extraction model based on mutual information and multi-level attention, which can denoise the information in the package at the word-level and sentence-level. The semantics of a sentence consists of words, and the commonality between sentences comes from the valid words in the sentence. Therefore, comprehensively considering the influence of words and sentences on mutual information can help the model to better measure the similarity between
samples from multiple perspectives. The overall structure of the model is illustrated in Fig. 1. Our model consists of two main components: dense network module and attention module. In order to improve the computational efficiency of the model, we use dense network as an encoding layer in the model to convert sentences into features at different levels. Based on the similarity between samples, we adopt an attention mechanism to realize the dynamic change of the weight of words and sentences, thereby reducing the influence of noise on the prediction results of the model. We elaborate on these parts in following paragraphs.

Fig. 1 The architecture of distant supervision relation extraction model based on mutual information and multi-level attention.

2.1 Coding layer based on dense network

In order to improve the computational efficiency of the model and the accuracy of mutual information, this paper introduces a dense network for model training [10]. Although the deep neural network performs well in the field of pictures, it is not suitable for processing text information [11]. Therefore, this paper uses a dense network with two layers of convolution as the coding layer of the model. Dense network connects each layer to every other layer in a feed-forward fashion. Each layer obtains additional inputs from all preceding layers and passes on its own feature-maps to all subsequent layers. This structure allows the information in the sentence to be used repeatedly, reducing the impact of noise on the coding result.

For the characteristics of text data, we use the ordinary max-pooling as the first pooling layer. In the second pooling layer, we use the method of piecewise max-pooling (PCNNs) [31]. This method divides any sentence into three paragraphs \{c_1, c_2, c_3\} according to the position of the entity. Then the pooled results of each segment will be spliced, and finally the sentence vector representation is output by
the filter. Through PCNNs, the key information of each sentence can be captured quickly.

As shown in Eq. (1), we input the sentence vector representation $x$ into the layer 1 convolutional neural network, and get the layer 1 convolution output $c^1$. The input of the second layer of convolutional network is the stitching of two vectors $[c^1, c^0]$, and the output information is $c^2$.

$$
c^k = \begin{cases} 
x, & k = 0 \\
H_1([c^0]), & k = 1 \\
H_2([c^1, c^0]), & k = 2.
\end{cases} \tag{1}
$$

In order to prevent the loss of the key information of the input sentence, here $H_1$ only performs convolutional operation, and convolution and dropout operations are included in $H_2$.

We perform pooling operations on $c^1$ and $c^2$, and the results are expressed as $p^1$ and $p^2$ respectively, which are the basis for obtaining mutual information in the next step.

### 2.2 Acquisition of mutual information

We gather the commonalities of instance in the same relation sample to form mutual information. The specific acquisition process is shown in Fig. 2.

Assuming there are $n$ sentences in the package, the encoded sentences vector is expressed as $p = p_1, \ldots, p_n, 1 \leq i \leq n$. We obtain the commonalities between sentences through the attention mechanism.

Distant supervision relation extraction generally deals with long texts, in which there is a lot of noise. If we directly use the normalized text vector to calculate the similarity between sentences, the invalid information in the text will affect the
model accuracy. Similar to the processing methods of Wang et al. [25] and Yang et al. [29], here we only use the product $s$ of the sentence vector as a rough estimate of similarity.

Firstly, we correlate each sentence with each other, and get the correlation value $s_{i,j}$, which is a rough estimate of the correlation between the $i$-th and $j$-th sentences in the package. The correlation value $s$ represents the similarity of the two sentences. In order to prevent the duplication of instance’s own information, when $i = j$, we set the correlation value $s$ to zero. $s$ is defined as follows:

$$s_{i,j} = \begin{cases} 
0, & i = j \\
 p_i^\top \cdot p_j, & \text{otherwise.}
\end{cases} \quad (2)$$

Then calculate the attention matrix $a$ based on $s$:

$$a_{i,j} = \frac{\exp(s_{i,j})}{\sum_{k=1}^{n} \exp(s_{i,k})}, \quad (3)$$

$a_{i,j}$ is the weight of commonality between the $i$-th sentence and $j$-th sentences in the package.

Finally, the mutual information $v$ can be obtained by using the attention mechanism:

$$v_i = \sum_{j=1}^{n} a_{i,j} \cdot p_j^k, \quad (4)$$

$v_i$ is the sum of information similar to $p_j$ in the packet. (The superscript of $p_j^k$ indicates that it comes from the $k$-th layer of the model, and its subscript indicates that it is the representation of the $j$-th sentence in the packet. The rest of the variables are the same.) In the process of collecting mutual information, key information is easier to be discovered and identified through the interaction and comparison between sentences.

Our model uses a two-layer dense network, so we can get two sentence information vectors $p^1$ and $p^2$. They come from the first and second layers of the model, respectively. By Eq. (1)–(4), $p^1$ and $p^2$ will be transformed into two corresponding mutual information $v^1$ and $v^2$. $v^1$ comes from the lower layer of the model and is used to improve the anti-noise performance of the model at the word level. $v^2$ comes from the upper level of the model, and we use it to improve the model’s anti-noise performance at the sentence level.

### 2.3 Sentence-level attention based on mutual information

The traditional attention mechanism judges the matching score between the instance and the relation based on the information in the package. Although this method finally uses all the sentence information to form the representation of the package, the sentences are independent of each other, and the connection between the instances is ignored. Mutual information is an abstraction of commonality in instances, and is an effective way to solve this problem. We attach the mutual information collected from the package to the single sentence representation to obtain the new sentence representation $g$, which is defined as:
\[ g_i = [p_i^2 + v_i^2, p_i^2 \cdot v_i^2]. \]  

Among them, \( p_i^2 + v_i^2 \) is a supplement to the original sentence representation \( p_i^2 \) (They come from the second layer of the model). The scoring function can perform relation matching score on sentence \( i \) based on the information of all sentences in the package, which avoids the situation of incomplete information in a single sentence, and also emphasizes important information in the sentence. And we refer to the work of [25] to use \( p_i^2 \cdot v_i^2 \) as the emphasis vector and splice it after the sentence vector representation to further emphasize the mutual information.

We use the attention mechanism to obtain the matching score \( e_i \) between sentence \( p_i^2 \) and the prediction relation \( r \) based on \( g_i \), which has rich semantic information:

\[ e_i = g_i W r, \]  

where \( W \) is the diagonal matrix that measures the score, and \( r \) is the query vector for predicting the relation.

The weight \( \beta_i \) of each sentence is defined as:

\[ \beta_i = \exp(e_i) \]

\[ \sum_{k=1}^{n} \exp(e_k) \]  

Finally, we get the packet vector representation \( b \):

\[ b = \sum_{i=1}^{n} \beta_i g_i, \]  

where \( B \) is the final vector representation of the entire package.

\section{2.4 Word-level attention based on mutual information}

In distant supervision relation extraction, the model will not only be affected by incorrectly labeled data, but also by noise words in sentences. Not all words in the sentence are effective for relation prediction. The commonality of sentences comes from the words that make up them, so mutual information can help us distinguish the validity of words. In our method, words determine their weight in sentences based on mutual information.

When calculating the correlation between mutual information and words, the influence of noise words is also considered here. Refer to the calculation method of mutual information, here we use the product of the mutual information \( v^1 \) and the convolution output of each word in the sentence as the correlation value. But the value should be mapped to the interval \([0,1] \), and the associated values do not affect each other. Here, the sigmoid function is used for normalization, and the weight \( \gamma_j \) of the \( j \)-th word in the \( i \)-th sentence in the packet is defined as:

\[ \gamma_j = \text{sigmoid}(v_i^1 \cdot c_j^1). \]  

In the middle layer of the dense network, the obtained mutual information is associated with the output information of the convolutional layer to obtain the
weight of each word in the sentence. The second layer convolution output $c^2$ of the
model is defined as:

$$c^2_j = H_2(\gamma_j[c^1_j, c^0_j]), \quad (10)$$

where $H_2$ is the convolution operation and $[c^1_j, c^0_j]$ represents the splicing vector of
$c^1_j$ and $c^0_j$.

### 2.5 Objective function

After enriching the sentence representation, we directly apply it to the original
loss function. First use softmax to get conditional probability distributions about
different relations.

$$p(r|b, \theta) = \frac{\exp(o_r)}{\sum_{k=1}^{n_r} \exp(o_k)}. \quad (11)$$

Among them, $r$ is the representation of a certain relation, $n_r$ is the number of
relation types, and $o_r$ is the relation score finally output by the neural network.

The definition of $o$ is as follows:

$$o = Mb + d, \quad (12)$$

where $M$ is the representative matrix of the relation, and $d$ is the bias vector.

Finally, we use cross entropy to define the objective function:

$$J(\theta) = \Sigma_{i=1}^{T} \log(p(r_i|b, \theta)). \quad (13)$$

Randomly select a fixed batch of data from the training set for training each
time. $T$ is the number of sentences in each batch, and $\theta$ is all the parameters
of the model. The objective function can be minimized by means of stochastic
gradient descent, and use dropout to avoid overfitting. The objective function
calculates the loss value on the basis of the vector representation $B$ of the package
containing more semantic information, which can effectively alleviate the influence
of incorrectly labeled data and improve the anti-noise ability of the model. The
entire training procedure is described in Algorithm 1.

### 3. Experiments

Our experiments are intended to show that our model can capture sentence semantics at the word level and sentence level respectively. In this part, we first introduce
the dataset and experimental parameters used. Then, we separately evaluated the
effects of sentence-level attention and word-level attention. Finally, we combine
the two parts and compare them to some classic methods.

#### 3.1 Datasets

Similar to Lin et al. [14] and Yuan et al. [30], the dataset used in the experiment
is the New York Times (NYT) corpus. The corpus was developed by Riedel et al.
[20], and it was produced by aligning entities in Freebase and the New York
Algorithm 1 A distant supervision noise reduction algorithm based on mutual information.

**Step 1**: Initialization
1.1 Enter any set of sentences $X$;
1.2 Initialize the representation vector $b$ of the package to 0;

**Step 2**: Word-level noise reduction using mutual information
for each $x_i \in X$ do
    2.1 $c_1^i = \text{CNN}_1(x_i)$ //Use the first layer of convolutional neural network to calculate the encoded information $c_1^i$;
    2.2 $p_1^i = \text{MaxPooling}(c_1^i)$ //Use the pooling layer to generate low-level sentence information to represent $p_1^i$;
    2.3 $\text{Add}(p_1^i, P^1)$ //Add $p_1^i$ to set $P^1$;
    2.4 $\text{Add}(c_1^i, C^1)$ //Add $c_1^i$ to set $C^1$
end for

for each $p_1^i \in P^1$ do
    2.5 $v_1^i = V(p_1^i, P^1)$ //Calculate mutual information $v_1^i$ by formula 4
    2.6 $\gamma_i = \gamma(v_1^i, c_1^i)$ //Calculate the word weight $\gamma_i$ by formula 9
end for

**Step 3**: Sentence-level noise reduction using mutual information
for each $c_1^i \in C^1$ do
    3.1 $c_2^i = \text{CNN}_2(\gamma[c_0^i, c_1^i])$ //Use the second layer of convolutional neural network to calculate the encoded information $c_2^i$;
    3.2 $p_2^i = \text{PicewisePooling}(c_2^i)$ //Use the segmentation pooling layer to generate low-level sentence information to represent $p_2^i$
    3.3 $\text{Add}(p_2^i, P^2)$ //Add $p_2^i$ to set $P^2$
end for

for each $p_2^i \in P^2$ do
    3.4 $v_2^i = V(p_2^i, P^2)$ //Calculate mutual information $v_2^i$ by formula 4
    3.5 $g_i = [p_2^i + v_2^i, p_2^i \cdot v_2^i]$ //Generate a new sentence vector representation $g_i$
    3.6 $b = b + \text{ATT}(g_i)$ //Use the attention mechanism to calculate the vector representation $b$ of the package
end for

Times. NYT corpus is also the standard data for distant supervision relation extraction. Freebase is a knowledge base similar to Wikipedia, both of which store large amounts of structured data in the form of triples. In the NYT corpus, the training dataset contains 522,611 sentences, 281,270 pairs of entities, and 18,252 relation triples and the test dataset includes 172,448 sentences, 96,678 pairs of entities and 1,950 relational triples. The dataset consists of 53 relation types, including NA relation.

### 3.2 Experimental environment and settings

In this paper, we employ the Skip-gram model (word2vec) [16] to train the word embeddings on the NYT corpus. Word2vec first constructs a vocabulary from the training text data and then learns vector representations of the words. Our experiments utilize 50-dimensional vectors.

The Tab. II is the operating environment of this experiment.
Since this experiment introduces a dense network, the depth of the neural network is increased by one layer compared to Zeng et al. [31]. For the parameters of the convolutional layer, we follow the settings used in Lin et al. [14] and Yuan et al. [30]. For other parameters, we continue to follow the settings of Zeng et al. [31]. The number of iterations in this experiment is 50 rounds. The specific parameter settings are shown in Tab. III.

<table>
<thead>
<tr>
<th>Setting</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Window size</td>
<td>3</td>
</tr>
<tr>
<td>CNN-1 convolution kernel size</td>
<td>80</td>
</tr>
<tr>
<td>CNN-2 convolution kernel size</td>
<td>110</td>
</tr>
<tr>
<td>Word dimension</td>
<td>50</td>
</tr>
<tr>
<td>Position dimension</td>
<td>5</td>
</tr>
<tr>
<td>Batch size</td>
<td>160</td>
</tr>
<tr>
<td>Dropout probability</td>
<td>0.5</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Tab. III *Specific parameters.*

We evaluate our method in the held-out evaluation. It evaluates our model by comparing the relation facts discovered from the test articles with those in Freebase. The held-out evaluation provides an accurate measurement and does not require expensive manual evaluation. By convention, we report both the precision/recall curves and Precision@N (P@N) in our experiments.

### 3.3 Experimental results of sentence-level distant supervision relation extraction

To prove the influence about our sentence-level attention method, we compared with different methods by held-out evaluation. We choose the non-IID relevance embedding(PCNNs+N) of Yuan et al. [30] as the baseline. Similar to our method, PCNNs+N uses the connection of sentences to guide the model to reduce noise. Compared with the original attention method of Lin et al. [14], the model effect has been greatly improved. PCNNs+V represents our sentence-level attention method. Fig. 3 shows the comparative experimental results of the two methods on the same dataset.
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Fig. 3 shows that the experimental effect of PCNNs+V is significantly better than PCNNs+N. These results indicate that PCNNs+V utilizes the commonalities between instances more effectively than PCNNs+N. In our sentence-level attention method (PCNNs+V), mutual information is attached to the vector representation of the sentence, which more effectively expresses the connection of the instances.

Tab. IV reports the Precision@N of the two methods. The effect of our method at P@100 is lower than that of PCNNs+N, but as the recall rate increases, the performance of PCNNs+V improves significantly. This proves that the model has good generalization ability.

<table>
<thead>
<tr>
<th></th>
<th>P@100</th>
<th>P@200</th>
<th>P@300</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCNNs+N</td>
<td>81.0</td>
<td>79.5</td>
<td>76.7</td>
<td>79.1</td>
</tr>
<tr>
<td>PCNNs+V</td>
<td>78.2</td>
<td>80.5</td>
<td>79.0</td>
<td>79.2</td>
</tr>
</tbody>
</table>

Tab. IV Results of sentence-level experiment.

We conduct ablation study to further verify the role of mutual information in the sentence representation $g$. Here we split $g$ into two parts, namely PCNNs+Vv that only supplements a single mutual information ($g_1 = [p^2 + v^2]$) and PCNNs+Vs that only splice the emphasis vector ($g_2 = [p^2 \cdot v^2]$). We compare the PCNNs+Vv, PCNNs+Vs, PCNNs+V and PCNNs+ATT methods. PCNNs+ATT represents the original attention mechanism of Lin et al. [14].

The results are shown in Fig. 4. The PCNNs+Vv and PCNNNs+Vs methods have better performance than the PCNNs+ATT. Because both methods are effective expressions of the connection of instance. But the effect of PCNNs+V is
Fig. 4 PR curves of sentence-level ablation study.

better than PCNNs+Vv and PCNNS+Vs. It demonstrates the combination of the two methods further improves the expressive ability of the model.

3.4 Experimental results of word-level distant supervision relation extraction

This part mainly verifies the effectiveness of our word-level attention method (PCNNs+D) based on dense network and mutual information. We select the linear attenuation simulation (PCNNs+W) of Yuan et al. [30] as the baseline. In order to further prove the role of mutual information at the word level, we add a new algorithm for comparison. Compared with PCNNs+D, this method removes the mutual information part and only contains the dense network part. We use DensePCNNs+ATT to represent this method. The results are shown in Fig. 5.

As shown in Fig. 5, the results of DensePCNNs+ATT using only dense networks are also better than PCNNs+ATT. This indicate that dense networks can better capture the key information in sentences compared to single-layer convolutional neural networks. However, the results of PCNNs+D that uses mutual information at the word level are much better than DensePCNNs+ATT. This proves the effectiveness of mutual information in word-level noise reduction. The method combining dense network and mutual information will have stronger performance in word-level.
3.5 Comprehensive comparison and evaluation

To evaluate the proposed method, we select the following five traditional methods for comparison.

- Mintz Mintz et al.[17] proposed a original distant supervision model.
- MIMLRE Surdeanu et al.[23] proposed a multi-instance and multi-label model.
- PCNNs+MIL Zeng et al.[31] proposed a model of piecewise convolutional neural networks (PCNNs) with multi-instance learning.
- PCNNs+ATT Lin et al.[14] proposed a selective attention model combined with PCNNs and CNNs.
- PCNNs+WN Yuan et al.[30] proposed a linear attenuation simulation and Non-IID relevance embedding model.
- PCNNs+DV is our method.

PCNNs+W, PCNNs+N and DensePCNNs+ATT have already appeared in previous experiments. We also add them to the comparison.

Fig. 6 shows that the precision-recall curves for each method. In order to ensure the accuracy of the results, the comparison experiments all use the same dataset. PCNNs+DV is a combination of PCNNs+V and PCNNs+D. It uses mutual information to build attention at the word level and sentence level. The results show that our PCNNs+DV is generally better than all baseline. This proves that mutual information is an effective representation of the commonality of instance, and the
multi-level attention mechanism is a reasonable method to extract the semantics of the package. The results demonstrate that our method is an effective way to distant supervised relation extraction.

<table>
<thead>
<tr>
<th></th>
<th>P@100</th>
<th>P@200</th>
<th>P@300</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mintz</td>
<td>51.8</td>
<td>50.0</td>
<td>44.8</td>
<td>48.9</td>
</tr>
<tr>
<td>MIMLRE</td>
<td>70.9</td>
<td>62.9</td>
<td>60.9</td>
<td>64.9</td>
</tr>
<tr>
<td>PCNNs+MIL</td>
<td>72.3</td>
<td>69.7</td>
<td>64.1</td>
<td>68.7</td>
</tr>
<tr>
<td>PCNNs+ATT</td>
<td>81.1</td>
<td>71.1</td>
<td>69.4</td>
<td>73.9</td>
</tr>
<tr>
<td>PCNNs+W</td>
<td>83.0</td>
<td>77.0</td>
<td>72.0</td>
<td>77.0</td>
</tr>
<tr>
<td>PCNNs+N</td>
<td>81.0</td>
<td>79.5</td>
<td>76.7</td>
<td>79.1</td>
</tr>
<tr>
<td>PCNNs+WN</td>
<td>83.0</td>
<td>82.0</td>
<td>80.3</td>
<td>81.8</td>
</tr>
<tr>
<td>DensePCNNs+ATT</td>
<td>82.1</td>
<td>80.5</td>
<td>74.4</td>
<td>79.0</td>
</tr>
<tr>
<td>PCNNs+DV</td>
<td>90.0</td>
<td>83.0</td>
<td>79.7</td>
<td>84.3</td>
</tr>
</tbody>
</table>

**Fig. 6** PR curves of comprehensive experiment.

In Tab. V, we report the P@100, P@200, P@300 and the average of them for Mintz, MIMLRE, PCNNs+MIL, PCNNs+ATT, PCNNs+W, PCNNs+N, PCNNs+WN, DensePCNNs+ATT, and PCNNs+DV. As shown in Tab. V, our model PCNNs+DV achieves 90.0 on P@100 and 82.0 on P@200, which is the best among all methods. Although the effect of PCNNs+DV on P@300 is 79.4 compared to 80.3 of PCNNs+WN, it is not the best. However, the overall effect is still higher than other methods. In terms of mean, our method reached the highest value of 84.3 among all methods, which is about 2.5 higher than PCNNs+WN, about 5.3 higher...
than DensePCNNs+ATT, and about 11 higher than PCNNs+ATT. These results demonstrate that our method possesses important effects for distant supervision.

4. Conclusion

In this paper, we propose a novel model of distant supervision relation extraction based on mutual information and multi-level attention. The model uses mutual information to measure the relevance of instances, and builds multi-level attention based on this relevance to alleviate the problem of incorrect labeling in distant supervised relation extraction. Firstly, we use dense network combined with PCNN as the coding layer to ensure the accuracy of mutual information. Then, mutual information is constructed through the attention mechanism to reflect the semantic connection between instances. Finally, mutual information is used to establish multi-level attention at the word level and sentence level. It assigns higher weights to correct instances and suppresses the influence of incorrect labels on the model. The results demonstrated that multi-level attention method based on mutual information is effective, and our method can reduce the side effect of noisy information. In the future, we will explore how to extend our method to more challenging document-level relation extraction.
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