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Abstract: With the rapid development of artificial intelligence in recent years, the
application of intelligent security has become increasingly widespread. This paper
presents a new intelligent system that uses Convolutional Neural Network (CNN)
combined with a high-resolution camera to identify the theft behavior of customers.
The CNN extracts relevant information from the theft and non-theft behavior of
customers in supermarkets to establish a recognition model. Our results show that,
by updating the data sets, the recognition model can be continuously optimized,
and the average recognition accuracy finally reaches 83 %. The proposed system
can independently identify the theft and non-theft behavior in video surveillance
and sound alarm on the theft behavior in time. The advantages of the system
are its low cost and high precision, which show excellent commercial value and
application prospects.
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1. Introduction

With a continued prosperity of the national economy and an increasing demand for
household goods, the supermarket has become a core place for residents to purchase
daily necessities. A series of surveys show that the primary business model of
modern supermarkets is independent shopping [1]. This shopping mode inevitably
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brings some management problems, the most serious of which is the occurrence of
the theft in supermarkets. The Global Retail Theft Barometer released a survey
of 222 retailers in 24 countries. The survey showed that global retailers lost $ 128
billion in 2013, of which US retailers accounted for $ 42 billion. The most significant
cause of the losses comes from the theft [2,3]. Therefore, solving the theft problem
becomes one of the essential things during the supermarket operation. At present,
most supermarkets adopt the traditional surveillance mode, which monitors the
video surveillance terminal through the human eye. It has many limitations, such
as extended response time and a high error rate. Some supermarkets have an
acoustic and magnetic detection system at entrance and exit [4], but none of them
can effectively prevent the theft.

The development of intelligent security technology provides a new way to solve
this problem [5]. For the intelligent security system, the camera is equivalent to the
human eye, and the computer is equivalent to the human brain. It has not been
widely used in most supermarkets because of its high cost and imperfect techno-
logical development. The system has only been tested prospectively in a small
number of supermarkets. The Amazon Go convenience store opened in Seattle
uses a variety of techniques, such as vision sensors, deep learning algorithms, and
image analysis [6]. By sensing the relative position between people and shelves
and the movement of goods on the shelves, the system can calculate who takes it,
but the system can only cope with cases less than 20 people at present. In China,
unmanned supermarkets have appeared in many cities, such as Yonghui super-
market, Jingdong supermarket, Alibaba’s supermarket, and Amoy coffee [7,8]. As
far as Alibaba’s supermarket is concerned, it adopts the latest security equipment
of supermarket, Radio Frequency Identification (RFID). Then it uses intelligent
surveillance technology to identify the goods and people’s faces and actions to
achieve intelligent security. However, these RFID tags also have some problems.
For example, RFID tags cannot identify the products of unique materials such
as glass. Besides, if the tag is held tightly, it will not be recognized by the ma-
chine [9, 10]. In summary, the current supermarket intelligent security system is
still in the primary stage, its function is not perfect, and the cost is high. There is
a long way to go to popularize intelligent security in future supermarkets.

This paper proposes a new intelligent security system in supermarkets that mon-
itors the behavior of customers in time through the camera and then transmits the
collected data to the personal computer (PC). The model that has been trained by
the Convolutional Neural Network (CNN) in the personal computer (PC) identifies
whether the customers steal the goods and if so, the video surveillance terminal
gives an alarm. The CNN model can be continuously optimized by adding the
corresponding data sets. After improvement, it presents a more accurate identifi-
cation result of the theft. The system has many advantages, such as fast response,
low cost, and high recognition accuracy, which significantly reduce the input of
the workforce. The most important advantage of the system is that it holds the
potential for further optimization. By using the intelligent security system, the
supermarket clerks are delivered from the tedious and dull labor, which effectively
reduce the economic loss and the operating cost of supermarkets [11]. In summary,
the system has high commercial value and application prospects.
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The remainder of this paper is as follows: Section 2 outlines the process of our
system and introduces the detailed hardware about the system. Section 3 discusses
the particular structure of CNN. Section 4 introduces how to collect the data sets
for the training of the CNN model and proposes the model’s optimization idea
based on the personalities of the theft behavior. Section 5 presents the results
of the CNN model on theft detection during the optimization process. Finally,
conclusions and future works are discussed in Section 6.

2. Related work

The new intelligent security system, as mentioned in the paper, is shown in Fig. 1.
The camera (OV2710, 1920×1080@25fps, USB720P Camera, China) monitors the
behavior of customers in the supermarket in real-time, then it outputs video stream
data and transmits the data to the PC through the network cable. The PC (Win-
dows 10, i7-7700 HQ CPU @2.80 GHz, Lenovo, China) uses the Tensorflow (Ten-
sorflow 1.0, Google, USA) framework in software PyCharm (Python 3.6, Guido
van Rossum, Netherlands) which is simple and highly compatibility compared to
other programming languages to preprocess the image. Then it recognizes and
processes the image through the CNN model that has been trained. The model
identifies whether the customers have theft, and if so, it outputs one, and the video
surveillance terminal gives an alarm. Besides, the identification of theft is judged
by the quality of pictures, so the pictures which are taken by cameras with different
resolutions will affect the accuracy of the model’s theft detection.
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3. Overview of the system

3.1 Conventional Convolutional Neural Network

The CNN is the preferred algorithm for current computer vision recognition. In
the classic algorithms, the input is the rules and the batch data. The system
outputs the answers according to the input rules and data. In the neural network,
the input is the known data and the answers corresponding to the data. After
training, the system outputs the rules based on the relationship between the data
and the answers. These rules can be applied to new data to help the computer to
generate answers autonomously [12]. For the neural network, the desired properties
include more substantial computational power to enhance computational efficiency,
more data to ensure perfect feature extraction, and better training methods to
optimize the weights to make the prediction performance of the entire network
more excellent. Among various neural networks, the CNN stands out because of
its three unique advantages, local perception, weight-sharing network structure,
and multiple cores. The local perception means the size of the convolution core is
generally smaller than the size of the input image so that the feature extraction will
pay more attention to the local area. Each neuron does only need to perceive the
local area, such as a corner or a line in the picture, which is the basis of the animal’s
visual composition [13]. Then it integrates the local information at a higher level to
obtain global information. The weight-sharing network structure is more similar to
a biological neural network, which can reduce the complexity of the network model
and correspondingly reduce the number of calculations. Because the parameters
of a single core are determined, and the feature extracted from this core is single.
The multiple cores can filter the input image by using multiple convolution cores
and analyze the input image at multiple angles.

Based on the advantages of CNN, we compare the effects of multiple algorithms
on the gender recognition of a human face. The accuracy of the CNN based on
American Telephone & Telegraph (AT&T) face database for gender recognition
has reached 99.38 % [14], which is much higher than the result of 93.00 % gender
recognition by the combined algorithm of Principal Components Analysis (PCA)
and Extreme Learning Machine [15]. The CNN’s gender recognition is also over
98.00 % gender recognition through the combined algorithm of Continuous Wavelet
Transform and Support Vector Machine (SVM) [16] and even exceeds the 98.93 %
gender recognition through the combined algorithm of Discrete Cosine Transform
(DCT) and Support Vector Machine (SVM) [17]. These results show the advantages
of the CNN in-person feature recognition. What’s more, the CNN has excellence
in training large data sets and has gradually replaced Support Vector Machine
(SVM) and Decision Trees [18]. The CNN is structurally stable, using forward-
propagation to calculate the output value and adjusting the weight and offset value
by back-propagation [19]. It is highly invariant to translation, scale, tilt, and other
forms of deformation. The neural units between adjacent layers of the CNN are
partially connected rather than fully connected, like the Back Propagation (BP)
neural network [20]. Compared with standard forward neural networks with the
same level, CNN has fewer neural connection units and fewer parameters, so the
training is more straightforward and faster [21].
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In summary, CNN is very suitable for intelligent security systems in supermar-
kets. However, the CNN still has some shortcomings, the selection of the initial
parameters may substantially affect the network training, and the poor selection
causes the network not to work or leads to the network training to fall into under-
fitting and over-fitting. Therefore, the selection of the initial parameters is partic-
ularly important, and multiple parameter adjustments are required to generate an
ideal prediction model. Fig. 2 shows the typical LeNet-5 structure of the CNN [22].
The convolutional layers are labeled Cx, subsampling layers are labeled Sx, and
fully-connected layers are labeled Fx, where x is the layer index. The INPUT
is a picture, and the PC converts the picture to the matrix of the corresponding
size. If the picture is a color image, it is equivalent to inputting the three matrices
corresponding to the distribution of R, G, and B in the PC. The input picture is
an n×n× 3 tensor, and n×n represents the image’s dimensions, so the dimension
of the convolution core defined in the corresponding convolutional layer must also
be a tensor equal to 3. The convolution formula is as follows:

s(i, j) = (X ×W )(i, j) + b =
n in∑
k=1

Xk ×Wk(i, j) + b, (1)

where n in is the number of input matrices, Xk is the k-th input matrix, Wk is
the kth sub convolution core matrix of the convolution core, and b is the paranoid
value. Besides, s(i, j) is the element value of the output matrix W corresponding
to the convolution core at the corresponding position. The convolutional layer col-
lects the critical data content from the input data, and the convolved output value
is assigned by the Rectified Linear Unit (RELU) function to solve the vanishing
gradient problem. The subsampling layer compresses each 2 × 2 element in the
sub-matrix by one element to achieve the dimensionality reduction processing of
the matrix and extract more essential features. Besides, it effectively controls the
over-fitting. After multiple convolution operations, the fully-connected layer inte-
grates highly abstracted features and normalizes the data to output a probability
to each classification. The classification layer classifies the behavior according to
the probability of full connection to achieve the final output [23].
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Fig. 2. The LeNet-5 structure Fig. 2 The LeNet-5 structure.

The LeNet-5 structure has seven layers of neural networks, including two con-
volution layers, two pooling layers, and three fully-connected layers. These layers
ensure the feature extraction and the pattern classification, which are performed
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and generated at the same time in training. The LeNet-5 filters the input features
by adding pooling layers and extracts image features through the convolution layer.
In the LeNet-5 structure, Sigmoid is used as an activation function to introduce
non-linear factors that can improve the neural network’s ability for outputting pre-
dictive models and solve problems that cannot be solved by linear models. The
LeNet-5 structure also reduces computational complexity through sparse connec-
tions between layers, and it is suitable for character recognition [24] and human
motion recognition [25].

3.2 Improved Convolutional Neural Network of the system

The new CNN structure proposed is optimized based on the LeNet-5, which uses
ReLU as activation function instead of the Sigmoid function to solve the vanish-
ing gradient problem when optimizing the neural networks. Also, it speeds up
the training of the model. The new CNN structure increases the number of com-
bined layers of the convolutional layer and the subsampling layer to extract more
striking features with smaller parameters, which can enhance the classification per-
formance. Therefore, it can better identify theft and non-theft behavior, and it has
better computing performance. Fig. 3 shows the new structure of the CNN, which
comprises eleven layers, including four convolution layers, four pooling layers, and
three fully-connected layers. All of these layers contain trainable parameters. The
CNN unifies the size of the theft and non-theft data sets to 100 × 100 for input
and operates through four sets of convolutional layers and subsampling layers. Af-
ter calculating each layer of convolutional layers, the activation function RELU is
used to assign values. Then the subsampling layers compress the matrix element
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Table 1. Information for each layer of the new CNN structure 

 Con.1 Sub.1 Con.2 Sub.2 Con.3 Sub.3 Con.4 Sub.4 Full.1 Full.2 Full.3 

Filter 5×5 2×2 5×5 2×2 3×3 2×2 3×3 2×2 / / / 

Step 1 2 1 2 1 2 1 2 / / / 
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12×12 
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Fig. 3 The new CNN structure of intelligent security system.
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and transmit it to the fully-connected layer. After integrating features through the
two fully-connected layers, the third layer of fully-connected layers (Output layer)
finally outputs the theft and non-theft features.

Tab. I shows the detailed information of the 11 layers. In Tab. I, the Con.
means the convolutional layer, the Sub. means the subsampling layer, and the
Full. means the fully-connected layer. The Full. 3 can also be called the output
layer. The ReLU means whether to use the function ReLU or not, 1 represents
used, 0 represents not used. The Matrix size equals the size of the output matrix
multiplies the number of the filter.

Con. 1 Sub. 1 Con. 2 Sub. 2 Con. 3 Sub. 3 Con. 4 Sub. 4 Full. 1 Full. 2 Full. 3

Filter 5 × 5 2 × 2 5 × 5 2 × 2 3 × 3 2 × 2 3 × 3 2 × 2 / / /
Step 1 2 1 2 1 2 1 2 / / /

ReLU 1 0 1 0 1 0 1 0 / / /
Matrix 100 × 100 50 × 50 50 × 50 25 × 25 25 × 25 12 × 12 12 × 12 6 × 6 1024 512 Theft/

size ×32 ×32 ×64 ×64 ×128 ×128 ×128 ×128 Non-theft

Tab. I Information for each layer of the new CNN structure.

Based on the CNN mentioned above, the back-propagation and forward-propa-
gation algorithms are used to repeatedly train the input data sets to construct an
intelligent security recognition model.

Fig. 4 shows the flow chart of the intelligent security system. The parameters are
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continuously adjusted through the back-propagation of the output to avoid under-
fitting or over-fitting until a suitable parameter is found. When the parameter is
appropriate, the CNN model is successfully built by training the theft and non-theft
data sets, which can identify the behavior of people in the surveillance camera. If
the CNN model identifies behavior to be theft, it outputs one, and the PC gives
an alarm. If not, it outputs zero, and the PC does not respond.

4. Research methodology

4.1 Data collection

The training of the CNN structure and the judgement of intelligent recognition of
theft or non-theft behavior are based on extensive data collection. Supermarket
theft behavior is diverse, and the characteristics of the thieves are also different.
Therefore, we selected corresponding different persons for data sets to exclude the
influence of personal factors (including height, gender, clothes, and other factors)
in training. Besides, some people might carry a backpack when shopping in su-
permarkets, and thieves also use backpacks as their tools to hold stolen goods, so
backpack is one of the influencing factors in data collection.

According to the above analysis, we had collected theft and non-theft data
from some supermarkets. Fig. 5 and Fig. 6 display the data collection process of
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movement. Firstly, the theft and non-theft testers were the same persons. Then the data were 

collected through each person wearing three suits of clothes with significantly different colors 

to eliminate the interference of clothes. What's more, three different positions where the 

backpack placed on the human body helped exclude the impact of the backpack factor on theft 

identification. Besides, the theft and non-theft behavior mentioned above were repeated by 

four types of persons in different body shapes: tall male, short male, tall female, and short 

female. Each person should randomly select the product to eliminate the interference of the 

product factor. Therefore, the experiment needed to collect a total of 1350 theft action data 

sets from each individual who was supposed to wear three suits of clothes in significantly 

different colors. Then the sum of the theft data sets from four persons was 5400, and the same 

was true for the non-theft data sets. 

 

Fig. 5. Theft module data collection      Fig. 6. Non-theft module data collection 

Fig. 7(A-C), (D-F), (G-I), (J-L) represent the theft behavior of four types of people. The 

theft behavior includes the following three situations: taking goods into the arms, stuffing 

goods into the pocket, and putting goods into the backpack, which are framed in red in Fig. 

7(G), (H), (I), respectively. Fig. 8(a-c), (d-f), (g-i), (j-l), represent the non-theft behavior of 

four types of people. The non-theft behavior includes the following three situations: taking 

goods, looking for goods, and carrying goods, which are framed in red in Fig. 7(g), (h), (i), 

Fig. 5 Theft module data collection.
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the theft and non-theft movement. Firstly, the theft and non-theft testers were the
same persons. Then the data were collected through each person wearing three suits
of clothes with significantly different colors to eliminate the interference of clothes.
What’s more, three different positions where the backpack placed on the human
body helped exclude the impact of the backpack factor on theft identification.
Besides, the theft and non-theft behavior mentioned above were repeated by four
types of persons in different body shapes: tall male, short male, tall female, and
short female. Each person should randomly select the product to eliminate the
interference of the product factor. Therefore, the experiment needed to collect a
total of 1350 theft action data sets from each individual who was supposed to wear
three suits of clothes in significantly different colors. Then the sum of the theft
data sets from four persons was 5400, and the same was true for the non-theft data
sets.

Fig. 7(A-C), (D-F), (G-I), (J-L) represent the theft behavior of four types of
people. The theft behavior includes the following three situations: taking goods
into the arms, stuffing goods into the pocket, and putting goods into the backpack,
which are framed in red in Fig. 7(G), (H), (I), respectively. Fig. 8(a-c), (d-f), (g-
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i), (j-l), represent the non-theft behavior of four types of people. The non-theft
behavior includes the following three situations: taking goods, looking for goods,
and carrying goods, which are framed in red in Fig. 7(g), (h), (i), respectively.

In summary, a total of 10,800 theft and non-theft data sets were collected and
input into the new CNN as training data sets.
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4.2 Optimization process of the CNN in the system

In this paper, the CNN was progressively optimized through the principle of the
CNN feature extraction and the collected data sets. Here, the tall male is called
Male No. 1, and the short male is called Male No. 2. Correspondingly, the tall
female is called female No. 1, and the short female is called female No. 2. Fig. 9
shows the training process which uses the method of controlling variables to grad-
ually eliminate the effects of backpack position, clothes, gender, and height factors
in each phase of the experiment. From these collected data sets, the influence of the
backpack is first eliminated by continuously changing the position of the backpack,
which is shown in Fig. 5 and Fig. 6. In the experimental phase 1, four types of
people built their own CNN models from a suit of clothes. According to Fig. 5 and
Fig. 6, the data collection process contains 450 theft data sets and 450 non-theft
data sets.

In the experimental phase 2, four types of people built their own CDD models
from two suits of clothes for a total of 1800 data sets. In the experimental phase
3, four types of people built their own CNN models from three suits of clothes for
a total of 2700 data sets. By calculating the average of the recognition accuracy
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of the three experimental phases, we analyzed the recognition accuracy of different
suits of clothes and eliminated the influence of clothes.

In the experimental phase 4, considering the height and gender of persons in
training, three groups of different height and gender were tested, respectively. The
data sets were up to 5400. The average recognition accuracy of the experimental
phase 4 was compared with the experimental phase 3 to analyze the influence of
height and gender, and we eliminated the influence of height and gender.

In the experimental phase 5, a total of 10800 data sets were comprehensively
trained to construct the final CNN model. We analyzed the changing in the recog-
nition accuracy of the entire optimization process by comparing the results of the
five experimental phases.

 12
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5.1 The results of system detection accuracy 

Table 2 and Table 3 show the theft and the non-theft recognition in each experimental 

Fig. 9 Training level of the CNN model.

5. Result

5.1 The results of system detection accuracy

Tab. II and Tab. III show the theft and the non-theft recognition in each exper-
imental phase, respectively. The experimental phase 1-3 reflects the influence of
the number of clothes suits on the experimental results. The experimental results
display that the recognition accuracy of the theft and non-theft behavior for four
types of persons fluctuated with the increasing number of clothes suits. However,
the overall theft and non-theft recognition accuracy is increasing. The experi-
mental phase 4 reflects the influence of the contour of the human body, and the
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experimental results show that height is the main influencing factor. Combining a
pair of persons with clear outlines, we find out that the overall theft and non-theft
behavior recognition accuracy is higher than the experimental phase 1-3. In this
experimental phase 4, we remove the height difference of the male No. 1/female
No. 2 combination, which has no noticeable difference in the combination. The
experimental phase 5 reflects the overall integration of all collected data sets. The
recognition accuracy is rising.

Fig. 10 represents the change of the overall recognition accuracy of the exper-
imental phase 1-4. The experimental results display that the overall recognition
accuracy of the system for non-theft behavior is higher than the theft behavior
in the experimental phase 1-3. The curves of the theft are more stable than the
curves of the non-theft, and the system optimization shows an upward trend. In
the experimental phase 4, the recognition accuracy reaches more than 70 %.

Fig. 11 represents the overall recognition accuracy of each experimental phase.
The experimental results show that the recognition accuracy of theft behavior,
the recognition accuracy of non-theft behavior, and the average recognition accu-
racy are steadily increasing with the optimization of the system, and the average
recognition accuracy reaches 83 % in experimental phase 5.

 15

 

Fig. 10. Comparison of male and female identification accuracy in experimental phase 1-4 

  

Fig. 11. Comparison of recognition accuracy in each experimental phase 

5.3 Actual inspection of the system 

In the experimental phases of this paper, we selected the accuracy-test videos about theft 
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by frame, and the system would judge the behavior of people in the image in turn. In the video, 
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behavior many times, such as taking goods, looking for goods, and carrying goods. Then the 

system performed behavioral determination through a well-trained neural network system to 

Fig. 10 Comparison of male and female identification accuracy in experimental
phase 1-4.

5.2 Actual inspection of the system

In the experimental phases of this paper, we selected the accuracy-test videos
about theft and non-theft behavior from people outside the data sets. The video
was captured as images by frame, and the system would judge the behavior of
people in the image in turn. In the video, people showed theft behavior many
times, such as taking goods into the arms, stuffing goods into the pocket, and
putting goods into the backpack, and correspondingly showed non-theft behavior
many times, such as taking goods, looking for goods, and carrying goods. Then the
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system performed behavioral determination through a well-trained neural network
system to record the number of unidentified times in the theft and the number of
false alarms in non-theft behavior.

Fig. 12 represents a judgement of CNN, which depends on the behavior of the
person in the video and the display result. The result is a determination vector
with two elements. The first element represents the weight value of the non-theft
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In summary, the traditional video surveillance mode in supermarkets has excellent 

limitations. Simple workforce monitoring can’t effectively prevent supermarket theft behavior. 

In the aspect of artificial intelligence, the function of the supermarket intelligent security 
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behavior, and the second element represents the weight value of the theft behavior.
When the second element value of the determination vector is higher than the first
element value, the CNN recognizes that the theft behavior weight ratio is higher
than the non-theft behavior. The PC judges that it is theft behavior and issues
an alarm. Fig. 13 shows the value of the first element is higher than the second
element. The CNN recognizes that the non-theft behavior weight ratio is higher
than the theft behavior. The PC decides it is non-theft behavior. After integrating
all the data sets, we found that the average recognition accuracy of the system
reaches 83 %.
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6. Conclusions and future work

In summary, the traditional video surveillance mode in supermarkets has excellent
limitations. Simple workforce monitoring can’t effectively prevent supermarket
theft behavior. In the aspect of artificial intelligence, the function of the super-
market intelligent security system is not perfect, and the cost is high. However,
this paper proposes a new supermarket security system, which can achieve the
automatic identification and alarm.

In this paper, the positions of backpack, the color of clothes, and the outline
of the human body are regarded as factors to identify the accuracy of the theft
and non-theft behavior. By collecting the same number of theft data sets and non-
theft data sets, we constructed models for four types of people in five experimental
phases. With the continuous advancement of the five experimental phases, the
system performance was continuously optimized, and the recognition accuracy was
steadily improved. The increase in the accuracy of theft identification is particu-
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larly obvious among them. The experimental results showed that factors such as
clothes suits and body shapes had a significant influence on recognition accuracy.
With the constant addition of various clothes suits and various aspects of human
body shapes, the recognition accuracy of theft and non-theft behavior were contin-
uously improved. After training all the data sets, the average recognition accuracy
of the system reached 83 %. Therefore, the new intelligent supermarket security
system realizes real-time intelligent security monitoring, which has the advantages
of low cost and high recognition precision and shows excellent commercial value
and application prospects.

The CNN can be continuously evolved and optimized, so it has excellent poten-
tial for improvement. Based on the experiments done so far, we have two directions
in future work. On the one hand, we can continue to increase the amount of ex-
perimental data to improve the recognition rate of the CNN. We can also try to
upgrade the hardware. For example, we can use higher resolution cameras to de-
tect whether the recognition accuracy will be further improved or not. On the
other hand, we are able to learn from VGGNet’s structural model [26] and then
optimize our own CNN structure. We can further deepen the network structure to
improve performance, thereby improving the recognition rate of the CNN structure
proposed in the paper from a theoretical perspective.
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