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Abstract: Chronic headache is a major liability in the individuals’ quality of life.
Identifying in advance the main features common to patients with headache may
allow planning a preventive strategy of intervention. An artificial neural network
model (Auto Contractive Maps – AutoCM), aimed at analyzing the correlations
between patients’ characteristics, affective symptoms and posture indicators has
been developed in this paper. Patients suffering from chronic headache were ob-
served at a neurological centre in Sicily (Italy). Headache and affective states were
measured using the Profile of Mood States (POMS), the Beck Depression Inventory
(BDI), the Toronto Alexithymia Scale (TAS-20) and the Repression Scale. Pos-
tural evaluations were carried through a stabilometric platform. The method of
analysis selected allowed to reconstruct some records that were missing, through a
Recirculation AutoAssociative Neural Network, and to obtain sound results. The
results showed how some items from TAS-20, Repression and POMS were closely
linked. The postural abnormalities were correlated primarily with repression fea-
tures. The highest scores of the POMS were correlated with the items of the BDI.
The results obtained lead to interesting remarks about the common traits to pa-
tients with headache. The main conclusion lies in the potentialities offered by the
new methodology applied, that may contribute, overall, to a better understanding
of the complexity of chronic diseases, where many factors concur to define patients’
health conditions.
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1. Background

Headache, especially when chronic and recurrent, is a major liability in the indi-
viduals’ quality of life.

Headache disorders vary in severity, incidence and duration: it is possible to dis-
tinguish into tension-type headache, migraine and headache caused by medications
overuse12.

Although headache disorders are among the most common of all health disor-
ders, their epidemiology is only partly documented [5]; it has constituted the object
of some reviews, often carried out within international projects.

The Eurolight Project [6] outlined how more than 50 % of adults in European
countries declared to have suffered from headache during the past year. Such a
widespread prevalence requires a huge amount of economic resources to treat it:
hence, chronic headache can be considered one of modern society’s most costly
illnesses [7].

There are both direct and indirect costs associated to headache and migraine [8].
However, the total costs of headache are not clearly defined [9, 10]: indirect costs
of migraine often outweigh the direct costs and, therefore, represent an obvious
target for healthcare interventions aimed at reducing the burden of migraine [11].

During the last years, several studies on chronic headaches have gone further
the analysis of costs, stressing the negative influence of headache on quality of life
and on the development of negative emotions [12,13].

Many illnesses are reported to be comorbid with migraine [14], and this cir-
cumstance outlines the clinical complexity of this disorder. Moreover, large costs of
headache to society have been reported for those patients who have substantial and
complicating comorbidities [15]. Cardiovascular disorders coronary heart disease,
hypertension, have been recognized as concomitant risk factors for headache [16,17].

Psychiatric disorders, including depression, anxiety disorder, bipolar disorder,
and suicide ideation and attempt are frequently comorbid with migraine, and result
in a significant burden for patients. Several studies [18] found the prevalence of
psychiatric comorbidities in subjects with migraine, determining a poorer health-
related quality of life [19]; other studies [20] adopted a wider perspective and looked
at the cross-sectional associations between pain conditions as migraine, arthritis
and back pain, and psychiatric disorders, such as depression, generalized anxiety
disorder and panic attacks.

Psychological and affective symptoms considered in the present paper are mainly
related to mood states, depression, repression mechanism and alexitmia [21–24].

1Tension-type headache may be stress-related or associated with musculoskeletal problems in
the neck [1]: it pursues a highly variable course, often beginning during the teenage years and
reaching peak levels in the 30s.

Migraine can be considered a progressive disease with cardiovascular, cerebrovascular and long
term neurologic effects [2]: the World Health Organization now lists migraine among the world’s
top 20 of all recognized disorders, with an impact that extends far past the suffering individual,
to the family and community [3].

Headache caused by medications overuse [4] can be oppressive and persistent: Over time,
headache episodes become more frequent, as does medication intake and may persists all day.

2In spite of the variety of definitions for clinical conditions that are overall similar, in the
present paper the terms “migraine” and “headache” will be both used to indicate the main object
of investigation.
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Other chronic physical disorders might be associated with migraine. The Nord-
Trøndelag Health Study [25] noted that subjects with headache reported more
musculoskeletal pain than other subjects: however, the opposite is true as well,
with postural abnormalities more likely to be present in patients who declare to
suffer from headache [26].

Large cohort studies are needed to define and confirm the relationship between
migraine and its co-morbid diseases, both psychological and physical: the objective
is that of providing optimal care, as well as understanding the mechanisms through
which migraine is developed.

The presence of affective symptoms (such as depression, altered mood states,
alexitimia) and the existence of postural abnormalities may be the signal of la-
tent headache and migraine. Identifying in advance the main features common to
patients with headache, as well as the principal risk factors, may allow to plan
a preventive strategy of intervention aimed at improving patients’ quality of life,
together with the reduction in the level of direct and indirect costs [27,28].

In this light, we developed an artificial neural network, with the purpose of
analyzing the correlations between patients’ characteristics, affective symptoms
and physical traits.

The paper is organized as follows: in the next section the clinical factors related
to the diagnosis of headache are examined, together with the assessment of affective
and physical symptoms.

Then, the modalities through which it is possible to develop a neural network
are described; an Auto Contractive neural network (AutoCM) [29] allows to draw
a sort of “nervous system” of the data employed, looking at the correlations among
the variables and identifying the most significant factors that characterize patients
suffering from migraine.

The discussion of the results and some remarks on the potentialities offered
by the innovative methodology based on the neural networks, likely to find the
“hidden information” within a dataset, conclude the paper.

2. Methods

2.1 Measurement tools

A survey investigating several aspects (patients’ affective symptoms, psychological
attitudes and postural assessment) has been administered to a sample of patients
suffering from migraine.

The analysis was carried out in 2015 and was related to the patients followed
at the IRCCS Centro Studi Neurolesi “Bonino-Pulejo”, in Sicily (Italy) diagnosed
with migraine: the ethical committee was informed about the intention to create a
database containing medical information of patients suffering from headache and
related disorders followed at the centre and gave its consent to the studies that could
be carried out with the objective to learn more about these patients’ characteristics,
their epidemiology and pharmacological treatments administered.

Patients were asked to give their consent, both oral and written, to record their
personal and clinical information: they were told about the intention to build a
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database containing their characteristics for further investigation on the aetiology
of their symptoms and agreed.

Affective symptoms were measured using:

1. The Profile of Mood States (POMS): it is composed of 65 items and employs
a five-point rating scale, designed to rapidly assess transient and fluctuating
affective states [30]. Six mood states have been derived by factor analysis:
Tension-Anxiety (T); Depression-Dejection (D); Anger-Hostility (A); Vigor-
Activity (V); Fatigue-Inertia (F); Confusion-Bewilderment (C).

2. The Beck Depression Inventory (BDI) is a self-report, 21-item questionnaire,
originally designed by Beck et al. [31] with the aim of assessing the severity
of current depressive symptoms. Responses are assigned a score ranging from
0 to 3. The total score is the sum of the scores for all answers.

3. Alexithymia is associated with various psychosomatic disorders. It is defined
as the difficulty in identifying and distinguishing between feelings and body
sensations. The 20-items version of the Toronto Alexithymia Scale (TAS-
20) [32] contains three subscales that cover: a) difficulty in identifying feelings
(7 items), b) difficulty in describing feelings (5 items) and c) externally-
oriented thinking (8 items). The scores are derived from a five-point Likert
scale and range, overall, from 20 to 100.

4. The Repression Scale [33] is used to evaluate the conscious mechanism aimed
at avoiding stressful stimuli. Higher scores denote greater repression/sensi-
tization.

Instead, postural assessment has been performed through a stabilometric plat-
form.

Many factors, both physical, metabolic and even mental, may determine the
posture assumed. The study of posture can give information about the person and
his/her physical condition at that time of life.

While, on the one hand, posture has to be regarded as a “static” attitude, with
a narrow range of oscillation, on the other hand, the balance is “dynamic”, as it
requires a series of postures within the projection of the center of gravity to the
ground.

In order to work properly, the postural system requires many elements, which
are continuously detected by “receptors”, such as the neuromuscular spindles, skin
receptors, etc. Through the nerve fibers, the receptors send the information to the
nervous system, that is transmitted to the “effectors” (i.e. the muscles, which, in
turn, receive the input and determine the movement).When one or more receptors
fail in sending the correct information, postural imbalances appear.

Together with the receptors, the postural system also uses all the information
from other sense organs, as the eye, the ear vestibular apparatus, the sole of the
foot and the stomatognathic system.

The eye and the ear (assessed by looking at pupillary symmetry and zygomatic
arch) are relevant for the balance with respect to the space. The jaw (evaluated
through the mandibular angle and mandibular arrow) performs respiratory function
and supports the complex hyoid-tracheal and the position of the skull. The foot
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(appraised looking at the ankle symmetry) is the last part of the kinetic chain and
realizes the maintenance of balance.

The correct posture of the body implies that the individual may stand with his
face forward, the upper limbs aligned to the hips and feet wide apart and aligned
rear of about 30o.

Through the analysis of the distribution of pressure loads on stabilometric plat-
forms it is possible to discover postural abnormalities. The stabilometric platform,
used in many experimental researches on the posture, is equipped with piezoelectric
transducers, that can detect the vertical component of the forces exerted on the
platform itself. The platform can, therefore, measure the baricentre of the body
and its oscillations (stabilometry analysis). Some platforms also allow to regis-
ter the distribution of the loads on the plantar surface of support (posturometry
analysis) [34].

The information related to affective symptoms and postural assessment have
been collected and employed in the artificial neural networks model described in
the next section.

2.2 The artificial neural networks

The correlations among the patients’ characteristics, personality traits and muscu-
loskeletal problems can be studied through advanced analysis techniques, such as
the use of dynamic mathematical models and artificial neural networks.

Artificial neural networks have received a limited application with regard to
healthcare issues: some studies applying this methodology concern Alzheimer dis-
ease [35,36] and radiotherapy [37].

More recently, the application of AutoCM and graph theory has been proposed
to Sporadic Amyotrophic Lateral Sclerosis [38], and in a study that combines in-
dividuals’ personality traits with risk factors for coronary stenosis [39].

The architecture of AutoCM was ideated by Massimo Buscema at Semeion
Research Center from 2000 to 2007 [29,40–42].

AutoCM is characterized by a three-layer architecture: an input layer, where
the signal is captured from the environment, a hidden layer, where the signal is
modulated inside the AutoCM, and an output layer, through which the AutoCM
feeds back into the environment based on the stimuli previously received and pro-
cessed.

Each layer contains an equal number of N units, so that the whole AutoCM
is made of 3N units. The connections between the Input and the Hidden layers
are mono-dedicated, whereas the ones between the Hidden and the Output layers
are fully connected. Therefore, given N units, the total number of the connections,
Nc, is given by:

Nc = N (N + 1) .

All of the connections of AutoCM may be initialized either by assigning the same
constant value to each, or by assigning values at random. The best initial value,
in practice, is to initialize all the connections with a same, positive value, close to
zero.

The learning algorithm of AutoCM may be summarized in a sequence of six
characteristic steps:
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1. Signal transfer from the input into the hidden layer;

2. Calculation and accumulation of deltas (weights changes) for each input-
hidden connection;

3. Adaptation of the values of the connections between the input and the hidden
layers at the end of each epoch;

4. Signal transfer from the hidden into the output layer;

5. Calculation and accumulation of deltas for each hidden-output connection;

6. Adaptation and updating of the value of the connections between the hidden
and the output layers at the end of each epoch (a new epoch begins when all
the patterns are processed).

Fig. 1 shows the AutoCM architecture.
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Figure 1: architecture of the AutoCM 
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Fig. 1 Architecture of the AutoCM.

The units of the input layer are denoted m[s] (input layer sensors), scaled be-
tween 0 and 1, m[h] denotes the hidden layer units, and m[t] denotes the output
layer units (the system targets). Moreover, we define v to be the vector of the
mono-dedicated connections. W denotes the matrix of the connections between
the hidden and the output layers where p is the number of the training patterns,
p ∈M (where M is the total number of the patterns), and n is the epoch number.

In order to specify the steps 1–6 that define the AutoCM algorithm, we have to
define the corresponding signal forward-transfer equations and the learning equa-
tions, as follows.

a. Signal transfer from the input to the hidden layer:

m
[h]

i,p(n) = m
[s]

i,p(n)

(
1−

vi(n)

C

)
,

where C is a positive real number not lower than 1.
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b. The updating of the connections, vi(n), is accomplished through the variation,
∆vi(n):

∆vi(n) =

M∑
p

(
m

[s]
i,p(n) −m

[h]
i,p(n)

)(
1−

vi(n)

C

)
m

[s]
i,p(n),

vi(n+1) = vi(n) + α ·∆vi(n),

where α is the learning coefficient; α ≥ 1.

c. Signal transfer from the hidden to the output layer:

Neti,p(n) =
1

N

N∑
j=1

(
m

[h]
i,p(n)

)(
1−

wi,j(n)

C

)
,

m
[t]
i,p(n) = m

[h]
i,p(n)

(
1−

Neti,p(n)

C2

)
.

d. Updating of the connections wi,j(n) through the variation ∆wi,j(n):

∆wi,j(n) =

M∑
p

(
m

[h]
i,p(n) −m

[t]
i,p(n)

)(
1−

wi,j(n)

C

)
m

[h]
j,p(n),

wi,j(n+1) = wi,j(n) + α ·∆wi,j(n).

During the “training” performed in each period, in addition to the calculation
of the output values, the algorithm calculates the correction quantity of the input
weights.

At the end of the learning process, all the information is transferred to the
matrix of connections w. This matrix represents therefore the AutoCM knowledge
about the whole data set.

The matrix w is a square matrix which shows both on the rows and on the
columns the correlations between the variables. The higher the value of each con-
nection, the greater the correlation between these variables.

To better appreciate the results of this process two types of graphs can be
employed: the Minimum Spanning Tree (MST) and the Maximally Regular Graph
(MRG, Semeion c©). Both MST and MRG are special graphs, capable to read
the main information from the weights matrix, generated by AutoCM during the
training phase.

The MST might be called the nervous system, or minimal structure system, of
any dataset. Indeed, adding up the connections selected by the MST, we obtain
the total energy of the system.

The MST selects only those connections that minimize this energy, in other
words, the only connections that are really necessary to maintain a cohesive system.

The main limit of MST is inherent to its very nature: each connection that
originates an internal cycle in the graph is eliminated, regardless of its strength
and significance.

In order to solve this problem and to better capture the inherent complexity
of a dataset, it is necessary to add more connections to the MST, on the basis of
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two criteria: the new connections must be relevant from a quantitative point of
view and must be able to generate new cyclic microstructures that highlight the
regularities in the data set from a qualitative point of view.

In this way, the MST may be transformed into an undirected cyclic graph,
representing a dynamic system with a temporal dimension. This new graph should
provide information not only on the structure, but also on the functions of the
dataset variables.

The ordered list of connections that were skipped as the MST was being gen-
erated have to be considered; a function H0, obtained each time a new connection
is added to the basic MST structure, so that the variation in the complexity of the
graph is monitored is estimated.

The Maximally Regular Graph (MRG) is that graph whose function H0 reaches
the highest value among all the graphs generated by adding to the original MST
the most relevant dataset connections. The higher the value of the function H0, the
more significant is the cyclic microstructure predicted by its graph (see Appendix
for a more detailed description).

Overall, through MST and MRG, it is possible to represent and analyze the
connections among input variables.

Here, the connections among variables related to patients’ psychological assess-
ment and posture have been studied to verify to what extent headache and related
disorders may be due to the patients’ psychological traits or to a correct posture.

3. Results

Forty-four patients diagnosed with headache, according to the Headache Classifica-
tion criteria established by the International Headache Society [43], were included
in the observed sample.The majority of patients in the sample were female (35
subjects = 69.55 %).They were aged between 15 and 67 years old (mean = 35.4;
S.D. = 13.92); almost 45.50 % of patients were younger than 30 years old). About
64 % completed higher education, while 16 % completed university education.

Some statistics can be observed in Tab. 1.

Variable Mean Standard Deviation Min Max

Gender 0.204 0.408 0 1
Age 35.432 13.924 15 67

< 30 years 0.454 0.504 0 1
30− 50 years 0.364 0.487 0 1
> 50 years 0.182 0.390 0 1

Primary education 0.204 0.409 0 1
Higher education 0.636 0.487 0 1

Graduate 0.159 0.370 0 1

Tab. I Sample descriptive statistics.
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Data obtained from the scales aimed at assessing affective symptoms (POMS,
BDI, TAS-20, Repression Scale) can be seen in Tab. II, that allows to appreciate
the richness of information collected, related to the items of each scale.

Variable Mean Std. Dev. Min Max

Profile of Mood States (POMS)
Tension-Anxiety (T) 58.522 11.205 43 85
Depression-Dejection (D) 52.568 12.652 40 89
Anger-Hostility (A) 55.909 15.011 40 99
Vigor-Activity (V) 50.772 12.013 27 73
Fatigue-Inertia (F) 57.750 12.935 38 92
Confusion-Bewilderment (C) 53.250 10.760 37 79

Beck Depression Inventory (BDI)
Total score 10.750 7.647 1 30
Sadness 0.591 0.725 0 2
Pessimism 0.363 0.685 0 3
Past failures 0.341 0.608 0 2
Loss of pleasure 0.591 0.757 0 3
Guilty feelings 0.500 0.821 0 3
Punishment feelings 0.204 0.594 0 3
Worthlessness 0.227 0.605 0 3
Self-criticalness 0.795 0.954 0 3
Suicidal thoughts or wishes 0.159 0.526 0 3
Crying 0.454 0.875 0 3
Irritability 0.841 0.888 0 3
Loss of interest 0.318 0.561 0 2
Indecisiveness 0.773 0.911 0 2
Self-dislike 0.386 0.784 0 3
Concentration difficulties 0.773 0.886 0 3
Change in sleep patterns 0.932 0.818 0 3
Tiredness and/or fatigue 1.022 0.698 0 3
Change in appetite 0.273 0.499 0 2
Weight loss (loss of energy) 0.341 0.834 0 3
Agitation 0.636 0.809 0 3
Change libido 0.273 0.660 0 3
Beck 1 (no or mild depression) 0.704 0.461 0 1
Beck 2 (moderate depression) 0.136 0.347 0 1
Beck 3 (severe depression) 0.160 0.370 0 1

Toronto Alexithymia Scale (TAS 20)
TAS 1 – Confusion about emotions 2.295 1.391 0 5
TAS 2 – Difficulty to find the right words 2.681 1.762 0 5
TAS 3 – Physical sensations not recognizable 1.931 1.283 0 5
TAS 4 (inverse scoring) – Description of feelings 3.750 1.511 0 5
TAS 5 (inverse scoring) – Looking in depth at problems 3.681 1.491 0 5
TAS 6 – Difficulty in identifying emotions when anxious 2.795 1.651 0 5
TAS 7 – Confusion about body sensations 2.159 1.478 0 5
TAS 8 – Refusal to understanding 2.227 1.428 0 5
TAS 9 – Difficulty in identifying feelings 1.841 1.238 0 5
TAS 10 (inverse scoring) – Need to know emotions 4.136 1.357 0 5
TAS 11 – Difficulty in describing feelings towards other people 1.954 1.311 0 5
TAS 12 – Being requested to speak more about themselves 2.045 1.397 0 5
TAS 13 – Confusion about how things are going on 2.318 1.537 0 5
TAS 14 – Unjustified anger 2.750 1.644 0 5
TAS 15 – Avoiding talking about other people’s feelings 2.841 1.524 0 5
TAS 16 – Seeking for entertainment 2.772 1.669 0 5
TAS 17 – Difficulty in talking even with closest friends 2.704 1.786 0 5
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TAS 18 (inverse scoring) – Empathy 3.977 1.422 0 5
TAS 19 (inverse scoring) – Self-examination 3.477 1.606 0 5
TAS 20 – Movies, dramas interpretation 2.227 1.696 0 5
Total score 45.681 15.496 0 71
Alexitimia (yes = 1; no = 0) 0.250 0.438 0 1

Repression Questionnaire (Likert Scale: 0 = absolutely true; 5 = absolutely false)
RS 1: Emotion control 3.114 1.350 0 5
RS 2: Hiding joy 2.204 1.593 0 5
RS 3: Repression of negative thoughts 2.432 1.485 0 5
RS 4: Brooding and recalling thoughts (inverse scoring) 3.068 1.590 0 5
RS 5: Ideation (inverse scoring) 2.841 1.493 0 5
RS 6: Daydreaming (inverse scoring) 2.818 1.646 0 5
RS 7: Positive thoughts to sleep 2.545 1.606 0 5
RS 8: Simulating disgust 1.841 1.328 0 5
RS 9: Reaction Control 3.160 1.363 0 5
RS 10: Headache 1.614 1.466 0 5
RS 11: Psychological Repression 2.227 1.507 0 5
RS 12: Morality 3.614 1.588 0 5
RS 13: Religiosity (inverse scoring) 2.931 1.662 0 5
RS 14: Sexual rigid education 3.160 1.641 0 5
RS 15: Agitation and calm 2.818 1.402 0 5
RS 16: Imagination 3.000 1.525 0 5
RS 17: Repressing anxiety 2.454 1.438 0 5
RS 18: Repressing thoughts (inverse scoring) 2.682 1.394 0 5
RS 19: Repressing musical motives (inverse scoring) 3.023 1.732 0 5
RS 20: Deception victim when child 2.660 1.478 0 5
RS 21: Rationality 3.364 1.349 0 5
RS 22: Neglecting dreams 2.660 1.509 0 5
RS 23: Excessive anger 3.00 1.540 0 5
RS 24: Self control 2.660 1.493 0 5
RS 25: Removal of impure thoughts 3.091 1.411 0 5
RS 26: Purity as a virtue 3.409 1.545 0 5
RS 27: Trasgression 2.250 1.432 0 5
RS 28: Free thought from emotions 2.590 1.245 0 5
RS 29: Removal of bad memories 2.295 1.357 0 5
RS 30: Removal of unacceptable wishes 2.750 1.542 0 5

Tab. II Affective symptoms descriptive statistics (POMS – 6 items, BDI – 21
items, 3 levels depression, TAS-20 – 20 items and total score –, Repression – 30
items).

About the POMS, the maximum average value pertained to T, while the lowest
values reported (both minimum and maximum) were associated to V.

The total score obtained through the administration of BDI ranged from 1 to
30. It is possible to group patients according to their level of depression: patients
with no or minimum level of depression belong to group 1 (Beck 1); patients with
moderate depression were grouped in the second group (Beck 2); pathological de-
pression characterizes patients belonging to the third group (Beck 3). The majority
of patients (70.45 %) were included in the first group.

About alexithymia, a cut-off score of <50 was used to design a state of non-
alexithymia, measured through the TAS-20 scale. In the observed sample this
condition was observed for the 25 % of patients.
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Regarding the Repression Scale, the highest scores concerned items 12, 14 and
1, related to emotion control, morality and sexual education, while the lowest score
was recorded for item 8, concerning the simulation of disgust.

Results of the assessments carried out with the stabilometric platform, evalu-
ated by physicians and health personnel, are reported in Tab. III.

Variable
No. of

Mean
Standard

Min Max
observations deviation

Structural index 34 1769.088 94.737 1604 1973
Bi-pupillar symmetry 41 1.536 2.169 0 7
Zygomatic symmetry 34 2.118 1.935 0 8
Right mandibular angle 28 55.857 7.541 42 69
Left mandibular angle 29 55.379 12.483 32 78
Mandibular arrow 7 51.286 30.302 6 100
Hindfoot pronation 2 2.000 2.828 0 4
Supra foot pronation 2 5.500 4.948 2 9
Arrows retro-version 24 101.250 24.235 60 180
Shoulders symmetry 34 1.676 1.036 0 4
Scapular symmetry 43 2.139 1.781 0 6
Dorsal arrow 25 18.88 20.559 0 93
Lumbar arrow 24 58.25 14.326 33 83
Dorsal neck angle 43 2.093 1.716 0 7
Lumbar neck angle 44 2.023 1.606 0 6
Pelvic symmetry 42 1.500 1.864 0 10
Right anteversion pelvis 27 18.518 15.260 2 84
Left anteversion pelvis 26 17.461 7.601 6 29
Posterior superior iliac
spines (S.I.P.S.) symmetry 44 2.318 2.457 0 15
Patellar symmetry 3 1.667 1.548 1 3
Ankle symmetry 2 1.500 2.121 0 3
Kyphosis arrow 6 62.667 20.636 43 97
Dorsal curve 42 2.00 1.623 0 7
Lumbar curve 42 1.976 1.615 0 6
Beck degrees 44 1.454 0.761 1 3

Tab. III Stabilometric platform evidence (25 variables).

More than 100 variables, concerning psychological and postural assessments,
were employed in the analysis.

The variables are sub-divided into macro-topics as follows:

– 8 variables relate to patients’ characteristics: gender, age (under 30 years
old, 31− 50 years old, over 50 years old), education (primary, higher, college
education);

– 15 variables relate to POMS items: while for T, D and A two different levels
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have been considered (higher than 60 and normal: within 40 and 60), the
remaining items (V, F and C) present three levels (<40, 40− 60 and >60);

– 24 variables relate to BDI (21 items +3 levels of cut-off);

– 22 variables relate to TAS-20 (20 items + a dummy variable indicating the
presence of alexitimia or no);

– 30 variables related to the Repression Scale;

– 15 variables related to the assessments made with the stabilometric platform.

However, while data related to general information, POMS, BDI, TAS-20, Re-
pression Scale, were available for all 44 patients, information related to postural
abnormalities were complete only for some variables (lombar neck angle and Poste-
rior Superior Iliac Spines – S.I.P.S. – symmetry). Many of the other data gathered
through the stabilometric platform were missing and had to be re-constructed.

A data elaboration with artificial neural networks systems can be reliable if the
database to be analyzed and its records are comprehensive and complete. Then, if
the incomplete records had to be eliminated, the resulting database would not be
representative.

In order to reconstruct the missing data, different methodologies can be used.
In this paper, a Recirculation AutoAssociative artificial neural networks has been
considered as reconstructive methodology of the missing data [44].

Several steps have been followed.

Step 1. Two samples have been chosen (let us call them A and B): sample A
consisted of 24 complete records; sample B consisted of 20 incomplete records of
data relevant to the “postural abnormalities”.

Step 2. Sample A was employed to train the AutoAssociative artificial neural
networks. The network was composed of 114 input nodes (101 complete variables
and 13 incomplete variables). Once the learning process occurred, the weights
matrix was memorized.

Step 3. The memorized weights matrix was used to “ask” the network about the
sample B, establishing as independent variables the 101 relevant to the complete
variables, and, as dependent variables, the 13 relevant to the “postural abnormal-
ities”. The re-entry technique was used [45]. In this way, the system was able to
reconstruct the data of the 13 out of 15 independent incomplete variables.

The description of the 115 variables considered in constructing the artificial
neural network is reported in Tab. IV. Further details about AutoCM and the
graphs that can represent it (MST and MRG) are given in the Appendix.

The MST related to 44 subjects included in the sample can be observed in
Fig. 2.

In order to obtain this graph, the MST selects the most significant relations
between the units from the weights matrix W (i.e. between the Hidden units and
the output units, see Tab. V) within the AutoCM network, and creates a tree
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where the branches represent the value of weights. When two variables are diretly
connected by a branch, it means that the relation between the variables, that
behave in a similar way, is very strong with respect to the whole economy of the
dataset.

We show, in Fig. 3, a part of the W matrix, that outline the relation between
the Hidden units and the Output units produced by this process.

 

 

 
 

         

 
 

        

 

   

 

                

                 

       

                

               

              

                

      

              

            

 

 

 

                 

               

        

              

           

            

                   

                   

Fig. 3 Connections highlighted by the MRG.

As it is possible to see, the network has assigned to each pair of variables a value,
that is stronger the greater the relationship existing between the two variables.

In Tab. V it can be seen, for example, a relation with value 0.99 between “male”
and “age over 50” which we observe in the graph in Fig. 2 in the form of a branch
connecting “male” to the variable “age over 50”.

For sake of clarity, in Tab. V it is possible to observe 23 of the 114 input units;
the relations selected by the MST, that constitute the branches of the graph, have
been highlighted.

Fig. 4 shows, instead, the MRG.
As it is possible to see, the MRG added further connections to the MST graph.
Item 18 of TAS appears as the principal hub of the variables network. Other

dominant variables are the scores for TAS-10, RS12 and RS26.
From the graph it appears how the items belonging to the same questionnaires

group together: this circumstance has been observed, for example, for TAS items,
the Repression Scale and many items of the BDI. Postural abnormalities are mainly
related to the Repression Scale items.

The MRG outlined those items whose connections are tighter: all of them refer
to mental health dimension rather than physical factors.

Hence, mental health factors play a relevant role in causing headache, rather
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The MST related to 44 subjects included in the sample can be observed in Figure 2.  

 

[Figure 2 here] 

In order to obtain this graph, the MST selects the most significant relations between the units from 

the weights matrix W (i.e. between the Hidden units and the output units, see Table 5) within the 

AutoCM network, and creates a tree where the branches represent the value of weights. When two 
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For sake of clarity, in Table 5 it is possible to observe 23 of the 114 input units; the relations 

selected by the MST, that constitute the branches of the graph, have been highlighted.  

 

Table 5: Values of the matrix W of the relations between the units of the Hidden level and the 

Output level of the AutoCM network after learning.  

 

thought from 

emotions 

    RS 29: Removal 

of bad 

memories 

 

    RS 30: Removal 

of unacceptable 

wishes 

 

Tab. V Values of the matrix W of the relations between the units of the Hidden
level and the Output level of the AutoCM network after learning.

than postural abnormalities, that are associated, instead to a binding and self
repressive attitude.

4. Discussion

The MST and MRG show how some items of the TAS-20 and the Repression Scale,
together with some intermediate values of the constructs measured by the POMS
and related to depression, anger and fatigue are closely related to each other.

This finding is plausible and confirms how the three components of the affective-
emotional sphere (emotional factors, alexythimia and repression of emotions) are
interconnected among them. Especially the items relating to the Repression Scale
tend to aggregate together.

The item 12 (“I consider myself a person with a clear moral”) and 26 (“Purity
is a virtue”) are connected with some items of the TAS-20 and to the rest of the
network. In particular, the item R12 is correlated both with the item 10 of the
TAS-20 (“It is essential to know my own emotions”) and with the item 18 (“I can
feel close to someone, even if it happens that we are silent”); the latter connects
with item 4 (“I can easily describe my feelings”).

This evidence outlines how the assessment of alexithymia, concerning especially
items 4, 10 and 18, that represent the less “pathological” items, correlates with the
moral dimension of each individual. Such dimension focuses on the attention to
the individual’s social behavior and is based on the openness towards other people:
the psychological attitude is opposite to introverted mood and the auto-creation of
psychosomatic symptoms.

The only item of the Repression Scale differing from the others is item 11 “I
often remind scenes that can easily go out of my head”, correlated only with a
moderate level of depression. This circumstance is understandable, because this
item reflects a mental operation that involves rational mechanisms. When used
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excessively, the latter contributes to the strengthening of the depressive symptom:
in particular, the rationalization processes are usually found in clinical depression.

Postural abnormalities are related primarily to the Repression questionnaire:
item 27 (“I like to transgress with the mind”) is related to abnormalities of the
spine, pupillary symmetry and symmetry of the shoulders.

Postural abnormalities are linked together, so that it is possible, in several cases,
to assume a consequentiality between some anomalies (i.e. pupillary symmetry and
zygomatic symmetry; lumbar curve with lumbar neck angle and dorsal curve).

The highest values of the POMS are connected with items of the BDI. This
result is plausible as well, as alterations of the affective state are often coupled
with variations of individuals’ emotional state.

Variables related to gender, age and education level are rarely correlated with
psychological symptoms, except for graduate education, which is connected to a
state of diminished energy, as well as confusion, depression and tiredness. It could
be inferred how, in order to reach high levels of education, people invest primarily
in mental effort, repressing the emotional dimension, with the consequence that
affective symptoms are manifested as psychosomatics.

Postural asymmetries related to mandibular angle, both on the right and left
hand side, are connected to weight loss: in other words, postural abnormalities
determine other anomalies at the psychological and physical level, as the loss of
appetite or the decrease in weight. The latter could be the consequence of a physical
abnormality that leads to the difficulty in chewing and the subsequent difficulty in
the ingestion of solid foods.

Gender differences do not seem to have a key role in the definition of postural
abnormalities: observing the MRG, it can be noticed how the female gender is
closely related with some items of TAS-20 (for example, item 10: “It is essential
to know your own emotions”, or item 6: “When I am upset I do not know if I’m
sad, scared or angry”).

Women typically pay more attention to emotional states and loss of control
with respect to them; they are, indeed, more prone to anxiety.

The male gender, instead, is correlated with old age and abnormalities in S.I.P.S.

5. Conclusions

In this paper we have presented the mathematical algorithms that lead to the
development of a new artificial neural networks, namely the AutoCM.

AutoCM reshapes the distances among variables or records of any dataset,
considering their global vectorial similarities.

The artificial adaptive system, represented through the MST, is likely to define
the strength of the associations of each variable with all the other in a dataset:
it shows visually the map of the main connections of the variables and the basic
semantic of their ensemble.

The MRG shows, instead, which connections are the strongest.

The results obtained lead to interesting remarks: the network constructed with
the data collected on a sample of patients suffering from headache matches most of
the clinical and pathological features commonly recognized by experts in this field.
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Hence, AutoCM allows to identify the emotional and psychological factors that
should be taken into consideration when developing a therapeutic plan for patients
suffering from migraine (the psychological aspects of repression and alexythimia
for example).

This methodology may contribute to a better understanding of the complexity
of the disease, allowing, in this way, to “personalize” medical treatments according
to patients’ characteristics.

The analysis has been limited to a cohort of patients from one medical centre
only. It might be replicated widening the sample to check if the results may be
generalized.

The resulting evidence could be examined jointly by physicians (neurologists,
physiatrists) and psychologists, who could therefore appreciate the relevance of
each item in framing the diagnosis and allowing to plan an therapeutic program.

Finally, clinical guidelines to tackle both medical and psychological aspects
could be developed.

Overall, the results confirm the complexity of the disorder and the variety of
aspects that should be taken into consideration when planning an adequate assis-
tance.
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Appendix: a brief introduction to AutoCM and its
graphical representation.

AutoCM is useful in solving problems in which one wishes to find relationships
among data, especially in partitioning data into clusters of related elements.

This version of AutoCM is unsupervised.

AutoCM has many features that are different from classic ANNs. They can be
summarized as follows.

First, AutoCM processes all the variables together finding the many-to-many
relationships among them; all its weights, before the training phase, are initialized
with the same value (0.00000001) and not randomly. This means that AutoCM is a
complete deterministic algorithm: processing the same data set we will get always
the same results.

Then, AutoCM can treat both Boolean and real number data, also mixed in the
same dataset. The data only needs to be linearly scaled, at the beginning, between
0 and 1.

AutoCM can be used both as an unsupervised ANN as well as its supervised
version (K-CM); the supervised version of AutoCM (K-CM) will not show the
phenomenon of over fitting during the training phase. At the end of the training
phase, the AutoCM output is irrelevant since all the output vectors will be close
to zero; instead, the weights, that at beginning were all initialized with the same
value close to zero, will have been encoded, within themselves, the key information
present into the dataset.

The final weights of a trained AutoCM are organized into a non-symmetric
square matrix, where each variable shows a specific value of the nonlinear corre-
lation with any other variable: all these associations can be expressed using fuzzy
set theory; in addition, they can be projected in various forms of weighted, direct
or indirect graphs.

AutoCM is not sensitive to the ratio between the number of variables, N, and
number of records, P. It learns quickly and correctly when the number of variables,
N, is much bigger than the number of records P (N � P ), which means that
AutoCM can easily learn both the given data set and its transposition. AutoCM
can learn the many-to-many relationships between variables and records, projecting
with the same metric into a weighted graph.

Moreover, the final matrix of weights of Auto-CM is a tensor matrix. In fact,
if AutoCM learns a set of completely orthogonal input vectors, its final weights
matrix will be all null except on the main diagonal. The final matrix of weights
generated by AutoCM violates all the axioms of the concept of distance, its weights
are asymmetric, they do not respect the triangular inequality, and the distance
between a variable from itself may bigger than zero, thereby behaving as a matrix
of tensors among the database variables.

The AutoCM learning process does not risk being trapped in local minima.
The AutoCM trained weights may be used to generate a robust Markov machine
defining the correct probability chains of transition between all the variables.

AutoCM provides a new type of energy minimization.
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While the usual minimization function is:

E = Min


N∑
i

N∑
j

M∑
q

xqix
q
jσi,j

 ; σi,j > 0, (1)

AutoCM minimizes the energy extracted from the data set according to the follow-
ing equation:

E = Min


N∑
i

N∑
j 6=i

N∑
k 6=j 6=i

M∑
q

xqix
q
jx
q
kAi,jAi,k

 , (2)

where xqi = value of i-th input unit at q-th pattern;

Ai,j = 1− wi,j

C ;

Ai,k = 1− wi,k

C

wi,j < C,wi,k < C

ijk = indices for the variables – columns;

q = index for the patterns – rows;

N = number of variables (columns);

M = number of patterns (rows);

AutoCM, in many trials, has been shown to be the best algorithm able to detect
weak and strong similarities among data.

The final AutoCM weights represented by its parameters can be used to con-
struct a continuous hyper-surface of whole data set.

AutoCM belongs to any of the following three typological types classified as
unsupervised ANNs:

a) Auto Poietic: AutoCM project each input vector in an expanded space of its
weights;

b) Auto Associative: AutoCM weights define the hyper surface of the data set;

c) Dynamic Associative Memories (DAMs): AutoCM weights may be used for
dynamic scenarios simulation.

To sum up, at the beginning of the training process with AutoCM, the input
vector are repeated in the output layer (that memorizes the dataset); afterwards,
each output vector is the union of all the input vectors of the data set (in this step
the strong similarities are detected); in a third step, only the outputs that each
input vector presents as different from the other input vectors are shown (i.e., the
differences are detected); finally, at the end of the training, the outputs become
null: there is a complete internalization of the data set into the weights.

Regarding the graphical representations of AutoCM, here are some more details
about the Maximally Regular Graph (MRG) and the Minimum Spanning Tree
(MST).

The MST represents the “nervous system” of any dataset, given by the sum of
the strength of the connections among all the variables, that shows the total energy
of that system.
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The MST selects only the connections that minimize this energy. Consequently,
all the links shown by MST are fundamental, but not every fundamental link of
the dataset is shown by MST.

Such limit is intrinsic to the nature of MST itself: every link able to generate
a cycle into the graph is eliminated, in spite of its strength. To prevent this limit
and to explain the intrinsic complexity of a dataset, it is necessary to add more
links to the graph, according to two criteria:

1) the new links have to be relevant from a quantitative point of view;

2) the new links have to be able to generate new cyclic regular microstructures,
from a qualitative point of view.

Consequently, the MST Tree-graph is transformed into an undirected graph
with cycles. Because of the cycles, the new graph is a dynamic system, including
in its structure the time dimension. This is the reason why this new graph should
provide information not only about the structure but also about the functions of
the variables of the dataset.

To build this new graph we need to proceed in this way:

• assume the MST structure as a starting point of the new graph;

• consider the sorted list of the connections skipped during the MST generation;

• estimate the H Function of the new graph each time we add a new connection
to the MST structure, to monitor the variation of the complexity of the new
graph at every step.

The Maximally Regular Graph (MRG) [46] the graph whose H Function is the
highest, among all the graphs generated adding to the original MST the new con-
nections skipped before to complete the MST itself [29].

The MRG is given by the following equations:

Hi = f(G(Ap, N)); Generic Function on a graph with
Ap arcs eN Nodes

Hi =
µp·ϕp−1
Ap

; Calculation of H Function, where H0

represents MST complexity

MRG = Max{Hi}; Graph with highest H

i ∈ [0, 1, 2, . . . , R]; Index of H Function

p ∈ [N − 1, N,N + 1, . . . , N − 1 +R]; Index for the number of graph arcs

R ∈
[
0, 1, . . . , (N−1)·(N−2)2

]
; Number of the skipped arcs during

the M.S.T. generation

The “R” variable is a key variable during the MRG generation. “R”, in fact,
could be also null, when the generation of MST implies no connections to be
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skipped. In this case, there is no MRG for that dataset. The “R” variable, further,
makes sure that the last, i.e., the weakest connection added to generate MRG is
always more relevant that the weakest connection of MST.

The MRG, finally, generates the graph presenting the highest number of reg-
ular microstructures using the most important connections of the dataset. The
highest the H Function selected to generate the MRG, the more meaningful the
microstructures of the MRG itself.

(The authors suggest to see Buscema P.M., Massini G., Breda M., Lodwick
W.A., Newman F., Asadi-Zeydabadi M. (2018). Artificial Adaptive Systems Us-
ing Auto Contractive Maps. Springer International Publishing, doi: 10.1007/

978-3-319-75049-1 for further insights. The book is cited among the refer-
ences [29]).
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