Abstract: Antlion optimizer algorithm (ALO) is inspired by hunting strategy of antlions. In this study, an improved antlion optimization algorithm is proposed for training parameters of adaptive neuro fuzzy inference system (ANFIS). In the standard ALO algorithm, the greatest deficiency is its long running time during optimization process. The random walking model of ants, the selection procedure and boundary checking mechanism have been developed to speed up standard ALO algorithm. To evaluate the performance of the improved antlion optimization algorithm (IALO), it has been tested on dynamic system modelling problems. ANFIS’s parameters has been optimized by IALO algorithm to model five dynamic systems. ANFIS training procedure has been performed with 30 independent runs. Each training has been started with the random initial parameters of ANFIS and performance metrics have been obtained at the end of training. The results show that the IALO algorithm is able to provide competitive results in terms of mean, best, worst, standard deviation, training time metrics. According to the training time result, the proposed IALO algorithm has better performance than standard ALO algorithm and the average training time has been reduced to approximately 80%.
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1. Introduction

Several heuristic algorithms have been developed over the past decades and they are becoming an important role on solving to the optimization problems in many engineering fields. Heuristic algorithms basically are based on some mechanisms from nature such as animal feeding habits, mating motivation or hunting techniques, etc. Heuristic algorithms are investigated into the four parts: physical-based algorithms, bio-inspired algorithms, evolutionary-based algorithms, swarm intelligence algorithms and other nature-inspired algorithms. The best known physical-based
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heuristic algorithms are Tabu Search and Simulated Annealing algorithms [30]. Artificial Immune algorithm [2] can be given as an example of the bio-inspired algorithm. Genetic Algorithm [29] and Differential Evolution algorithm [34] are the first examples that come to mind for evolution-based heuristic algorithms. In swarm intelligence algorithms, the search agents imitate the collective intelligence, such as flocks of birds, ant colonies, fish swarm. Ant Colony algorithm [6], Artificial Bee Colony algorithm [12], Particle Swarm Optimization algorithm [16] are the most popular of swarm intelligence algorithms.

The Antlion Optimizer (ALO) algorithm is a newly introduced heuristic algorithm inspired by antlion’s hunting mechanism in nature. In this algorithm, it is recognized that the antlion larvae has a unique hunting mechanism, and this hunting mechanism is imitated. The antlion larvae pass larval periods by setting a hunting trap in the areas where the ant colonies are located. They bury themselves under a cone-shaped pit by spiral-shaped movements, and wait for the ants to come in. When the ants try to get out of the trap, the antlion throws sand and slides them into the bottom of trap. This interesting behaviour inspired Mirjalili’s work [22]. After the announcement of the ALO, the scientists have begun working on its applications, on its improvements and applied it to some optimization problems. Some of the optimization problems that work with ALO are Proportional – Integral (PI), Proportional – Integral – Derivative (PID), and Proportional – Integral – Derivative Plus Second Order Derivative (PID + DD) optimal controller design [28], optimal solution of non-convex and dynamic economic load dispatch problem of electric power system [10], optimal process plan according to all alternative manufacturing resources [27], optimal load dispatch problem [25], optimal route planning of unmanned aerial vehicle [36], governing loop of thermal generators [4], load frequency control of power systems [32], Optimal Reactive Power Dispatch (ORPD) problem [21], nonlinear electric economic power dispatch problem [35], adaptive identification of infinite impulse response (IIR) filters [23], parallel machine scheduling [17] and quadratic assignment problem [18].

The Adaptive Neuro Fuzzy Inference System (ANFIS) comprises combination of the neural network adaptive capabilities and the fuzzy logic qualitative approach. ANFIS is based on that a fuzzy system is trained by a learning algorithm derived from the neural network. These systems are capable of modeling the nonlinear relation between input and output of a system [19]. In the literature, there are different ANFIS applications in areas such as environmental engineering [37], health informatics [7], earth sciences [20], agricultural & biosystems engineering [33], synthesis of production processes [15]. The most important criterion regarding ANFIS structure is to be tuning its antecedent and consequent parameters, this procedure is known as the training phase. Some studies on training ANFIS model using different algorithms are as follows. Parameter tuning of fuzzy sliding mode controller using particle swarm optimization proposed by Karakuzu in 2010 [13]. A hybrid ANFIS training model introduced by Zangeneh et al. in 2011. The consequent parameters are trained by gradient descent and the antecedent parameters are trained by DE [38]. Jiang and his colleagues put forward a study aimed at producing satisfied products by optimizing the parameters suitable for customer satisfaction in 2012 by the PSO-based ANFIS structure. They tested the result of this work by applying the computer production [9]. Karaboga and his colleagues

compared learning performance of ANFIS using ABC algorithm, GA, backpropagation (BP) and hybrid learning (HL) in 2013 [11]. Kilic and his friends proposed the improved ALO algorithm via a tournament selection method for optimizing the parameters used in ANFIS [19].

In this study, some improvements are proposed to eliminate the shortcomings of the original ALO algorithm, such as long run time, local optima stagnation and premature convergence for some problems. In ALO algorithm, we have made the improvements on the hunting capture procedure and reconstruction of the antlion pit, random walking size, and the boundary control mechanism. To evaluate Improved ALO (IALO), the optimization problem of ANFIS parameters for dynamic system modelling, known as one of the difficult optimization problems, has been handled. The parameter training of neuro-fuzzy inference system has been realized with the proposed IALO algorithm, and its performance has been compared with other well-known algorithms known as Particle Swarm Optimizer (PSO), Differential Evolution (DE) algorithm, Simulating Annealing (SA) algorithm, Touring Ant Colony Optimizer (TACO), and Artificial Bee Colony (ABC) algorithm. The most important contribution of this study is to remove the disadvantages of ALO algorithm in solving optimization problems.

There are four primary objectives of this study:

1. to reveal the shortcomings of the original ALO algorithm;
2. to describe the proposed improvements on the ALO algorithm;
3. to evaluate the performance of the proposed IALO-ANFIS model; and
4. to analyse the statistical results between the proposed IALO algorithm and well-known heuristic algorithms for ANFIS training and testing.

2. Antlion Optimizer (ALO)

ALO algorithm is one of the heuristic algorithms that is inspired by antlions larvae’s own hunting technique. Antlions use this interesting hunting technique as larvae, usually to hunt by setting traps on a field where ants are found. The skill of building their traps has led to the development of this algorithm by Seyedali Mirjalili [22]. These great antlions dig their traps in spiral paths and turn them into a cone pit, then bury themselves at the bottom of trap. They wait for their prey to come, when the ants enter the trap they try to escape, but the antlions throw sand from under the pit and slide them down, finally grabbing them with their strong jaws. The illustration of this hunting mechanism is given in Fig. 1.

The mathematical description of antlion optimizer is given briefly as follows. After initializing the antlion positions in the population, random walks becomes by the following equation for the ant behavior:

$$X(t) = [0, \text{cumsum}(2r(t_1) - 1), \text{cumsum}(2r(t_2) - 1), \ldots, \text{cumsum}(2r(t_n) - 1)], \quad (1)$$

where $X(t)$ denotes the random walk at t step, cumsum refers cumulative sum, $n$ is the maximum number of iteration, $t$ is the step of the random walk, and $r(t)$ is
the stochastic function as defined:

\[ r(t) = \begin{cases} 
1 & \text{if rand} > 0.5 \\
0 & \text{if rand} \leq 0.5 
\end{cases} \]  

(2)

where rand is the number in interval [0,1]. According to the random walk mechanism, ants update their positions at each step. Fig. 2 shows that three different random walks over 1000 iterations.

In order to keep random walks of ant in the search space, it has to be normalized by the following equation:

\[ X^t_i = \frac{(X^t_i - a_i)(d^t_i - c^t_i)}{b^t_i - a^t_i} + c^t_i, \]  

(3)

where \( t \) denotes the iteration number, \( i \) represents the variable index, \( a \) stands for the minimum random walk, \( b \) represents the maximum random walk value, \( c \) denotes minimum variable value, and \( d \) is the maximum variable value of antlion’s position updated at each iteration as given below.

Ants’ walk affected by the antlions, when the ants enter the trap, antlion becomes shoot sands over the ants and slide them down the pit, the following mathematical model explains that:

Fig. 1 Antlion’s trap [39].
Fig. 2 Three different random walks for ant behavior, each color shows the different random walk model of the ant and red dot denotes the ant’s starting position.

\[ c_t^i = \text{Antlion}^t + c^t, \]
\[ d_t^i = \text{Antlion}^t + d^t, \]
\[ c^t = \frac{c^t}{I}, \]
\[ d^t = \frac{d^t}{I}, \]

where \( \text{Antlion}^t \) is the position of the selected antlion at \( t \)-th iteration, \( c^t \) stands for the minimum of all variables at \( t \)-th iteration, \( d^t \) is the maximum of all variables at \( t \)-th iteration, \( c_t^i \) denotes the minimum of all variables for \( i \)-th ant, \( d_t^i \) denotes the maximum of all variables for \( i \)-th ant, and \( I \) is the sliding ratio that can be changed in different scenarios as follows:

\[ I = \begin{cases} 
1 + 10^2 \frac{t}{T} & \text{if } 0.1T < t < 0.5T \\
1 + 10^3 \frac{t}{T} & \text{if } 0.5T < t < 0.75T \\
1 + 10^4 \frac{t}{T} & \text{if } 0.75T < t < 0.9T \\
1 + 10^5 \frac{t}{T} & \text{if } 0.9T < t < 0.95T \\
1 + 10^6 \frac{t}{T} & \text{if } 0.95T < t < T \\
1 & \text{otherwise},
\end{cases} \]

where \( t \) denotes the current iteration, and \( T \) represents the maximum iteration. After finding \( X_t^i \) from the Eq. (3), ants move around to roulette wheel selected antlion and elite antlion in the current population. Ants’ new positions are determined by the following equation:
\[
\text{Ant}_i^t = \frac{R_{tA}^t + R_{tE}^t}{2},
\]

where \(R_{tA}^t\) is ants’ random walks around the antlion chosen by roulette wheel, and \(R_{tE}^t\) is ants’ random walks around the elite antlion. \(\text{Antlion}_j^t\) is the position of the selected \(j\)-th antlion at \(t\)-th iteration. After consuming prey, antlion is required to update its position according to \(i\)-th ant at \(t\)-th iteration \(\text{Ant}_i^t\) by the following equation:

\[
\text{Antlion}_j^t = \text{Ant}_i^t \quad \text{if} \quad f(\text{Ant}_i^t) < f(\text{Antlion}_j^t),
\]

where \(f\) represents the fitness function. ALO algorithm starts with the same number of ant and antlion during the optimization process. The positions of ants are kept in the \(\text{M}_{\text{ant}}\) matrix and utilized to solve the optimization problem.

\[
\text{M}_{\text{ant}} = \begin{bmatrix}
\text{Ant}_{1,1} & \text{Ant}_{1,2} & \ldots & \text{Ant}_{1,d} \\
\text{Ant}_{2,1} & \text{Ant}_{2,2} & \ldots & \text{Ant}_{2,d} \\
\vdots & \vdots & \ddots & \vdots \\
\text{Ant}_{n,1} & \text{Ant}_{n,2} & \ldots & \text{Ant}_{n,d}
\end{bmatrix},
\]

where \(\text{Ant}_{i,j}\) represents the \(j\)-th dimension’s value of \(i\)-th ant. \(n\) stands for the number of ants, and \(d\) denotes the number of variables (dimension). In addition to ants, the positions of antlions are saved in the \(\text{M}_{\text{antlion}}\) matrix as given below:

\[
\text{M}_{\text{antlion}} = \begin{bmatrix}
\text{Antlion}_{1,1} & \text{Antlion}_{1,2} & \ldots & \text{Antlion}_{1,d} \\
\text{Antlion}_{2,1} & \text{Antlion}_{2,2} & \ldots & \text{Antlion}_{2,d} \\
\vdots & \vdots & \ddots & \vdots \\
\text{Antlion}_{n,1} & \text{Antlion}_{n,2} & \ldots & \text{Antlion}_{n,d}
\end{bmatrix},
\]

where \(\text{Antlion}_{i,j}\) represents the value of \(j\)-th dimension of \(i\)-th antlion. The fitness values of all ants and antlions (\(F_{\text{ant}}\) and \(F_{\text{antlion}}\)) in the population are calculated and stored in the following matrices:

\[
F_{\text{ant}} = \begin{bmatrix}
f(\text{Ant}_{1,1}, \text{Ant}_{1,2}, \ldots, \text{Ant}_{1,d}) \\
f(\text{Ant}_{2,1}, \text{Ant}_{2,2}, \ldots, \text{Ant}_{2,d}) \\
\vdots \\
f(\text{Ant}_{n,1}, \text{Ant}_{n,2}, \ldots, \text{Ant}_{n,d})
\end{bmatrix},
\]

\[
F_{\text{antlion}} = \begin{bmatrix}
f(\text{Antlion}_{1,1}, \text{Antlion}_{1,2}, \ldots, \text{Antlion}_{1,d}) \\
f(\text{Antlion}_{2,1}, \text{Antlion}_{2,2}, \ldots, \text{Antlion}_{2,d}) \\
\vdots \\
f(\text{Antlion}_{n,1}, \text{Antlion}_{n,2}, \ldots, \text{Antlion}_{n,d})
\end{bmatrix},
\]

where \(f\) denotes the fitness (objective) function. Main steps of ALO algorithm are given in Algorithm 1 [22].
Algorithm 1 Pseudo code of original ALO algorithm.

```plaintext
Initialize the first population of ants and antlions randomly.
Calculate the fitness of ants and antlions
Find the elite antlion
while the end criterion is not satisfied do
   for every ant do
      Select an antlion by roulette wheel
      Update c and d using Eqs. (6) and (7).
      Create a random walk and normalize it using Eqs. (1) and (3).
      Update the position of ant using Eq. (9).
   end for
   Calculate the fitness of all ants.
   Replace an antlion with its corresponding ant if it becomes fitter by Eq. (10).
end while
return elite
```

3. Improved Antlion Optimizer (IALO)

Roulette wheel method is a selection method used in most heuristic algorithms. The whole wheel is divided randomly into certain parts, the size of these parts is determined by the magnitude ratios, the wheel part with great fitness value is more likely to win [29]. In the original ALO algorithm, a roulette wheel operator is utilized to select an antlion during optimization and every ant walks randomly around this antlion selected by the roulette wheel. This mechanism gives high chances to the better antlions to hunt ants [22]. The roulette wheel strategy is summarized in Algorithm 2.

Algorithm 2 Roulette Wheel Selection.

| STEP1: Roulette wheel get split up randomly in size of population. |
| STEP2: The cumulative sum of the fitness values of each individual in the population is calculated. |
| STEP3: The ratio of each individual's fitness value to the cumulative sum that found in STEP2 is winning probability of that individual. |

For the optimization problems with the negative fitness values, the first antlion in the population is always selected by roulette wheel selection method and this affects to random walk mechanism negatively. This problem is solved by using the absolute value of the fitness values to select different antlions using the roulette wheel. The mathematical description regarding the probability of selection of each individual in the IALO algorithm is given below:

$$p_i = \frac{\frac{1}{f(Antlion_i)}}{\sum_{i=1}^{Np} \frac{1}{f(Antlion_i)}}, i = 1, 2, \ldots, Np, \quad (15)$$
where \( N_p \) indicates the number of population size, \( \text{Antlion}_i \) denotes \( i \)-th antlion in the population, \( f \) stands for the fitness value, and \( p_i \) is the probability of selection of \( i \)-th antlion. The random walk of the original ALO algorithm gives the model of the ants’ movements by the maximum iteration number, and this model influences the run time of the algorithm. Therefore, the second improvement is made about random walks, the size of the random walks is reduced, and recalculated at each iteration. Also some variables are calculated in the same way at each iteration in the loop, this is unnecessary. These variables have been taken out of the loop because it causes unnecessary time loss. Thus, the positions of the ants around the antlion selected by the roulette wheel and the elite antlion are updated. As given in Eq. 16, the distance of the random walk size is reduced as 20\% of the maximum iteration number \( (I_{\text{max}}) \)

\[
X(t) = [0, \text{cumsum}(2r(t_1) - 1), \ldots, \text{cumsum}(2r(t_n) - 1)], n = 1, 2, \ldots, I_{\text{max}}/5. 
\]

(16)

Ants and antlions are merged in the same population and sorted by the fitness values in the elite selection mechanism of original ALO algorithm. In the proposed IALO, there is no sorting mechanism regarding fitness values of ants and antlions, the fitness values of antlions are compared with the fitness values of the ants at the end of iterations. If the fitness value of ant is better than the fitness value of antlion, then ant becomes antlion. In Algorithm 3, the pseudo code of the proposed new selection mechanism of IALO algorithm is given.

\begin{algorithm}
\textbf{Algorithm 3} IALO selection mechanism.
\begin{algorithmic}
\FOR{every antlion}
\STATE Compare ant’s fitness and antlion’s fitness for each individual.
\IF{ant fitness is better than antlion fitness}
\STATE Replace antlion position with ant position
\ENDIF
\STATE Do not change Antlion position
\ENDFOR
\end{algorithmic}
\end{algorithm}

The novelty of setting trap of antlion is changing conditions as shown Eqs. 17–20, where \( \zeta \) is randomly chosen number in \([0, 1]\).

\[
c_i^t = \text{Antlion}_i^t + c^d \quad \text{if } 0.75 < \zeta < 1,
\]

\[
d_i^t = \text{Antlion}_i^t + d^d
\]

\[
c_i^t = \text{Antlion}_i^t - c^d \quad \text{if } 0.5 < \zeta < 0.75,
\]

\[
d_i^t = \text{Antlion}_i^t - d^d
\]

\[
c_i^t = -\text{Antlion}_i^t + c^d \quad \text{if } 0.25 < \zeta < 0.5,
\]

\[
d_i^t = -\text{Antlion}_i^t + d^d
\]

(17–19)
In the original ALO, if the ants go out of bounds, they are placed over the bounds and returned to the search area. As the last improvement on ALO algorithm, the ants that are outside of the search space are relocated randomly in the search space. If ants exceed the boundaries, boundary check in Eq. 21 bring them back inside into the search space.

\[
\begin{align*}
    c_i^t &= -\text{Antlion}_i^t - c^t \quad \text{if } \text{Antlion}_i^t > \text{up} \\
    d_i^t &= -\text{Antlion}_i^t - d^t \quad \text{otherwise}
\end{align*}
\]  \quad (20)

where \( \text{rand} \) is a randomly chosen number in interval of \([0, 1]\), \( \text{low} \) is lower boundary, \( \text{up} \) is upper boundary. In Algorithm 4, the pseudo-code of the proposed IALO algorithm is given in detail.

Algorithm 4: Pseudo-code of IALO algorithm.

1. Initialize the positions of antlions in the population randomly.
2. Calculate the fitness values of antlions using objective function.
3. Save the best antlion according to the fitness values.
4. repeat
   1. Calculate \( X(t) \) using Eq. 16.
   2. for every ant do
      1. Select antlion by roulette wheel method for building a trap (Eq. 15).
      3. Generate ant’s random walk route around elite antlion \( R_{\text{elite}} \) and selected antlion \( R_{\text{selected}} \) by roulette wheel.
      4. Normalize random walks for elite antlion and selected antlion.
      5. Calculate the ant position \( \text{Ant}_i^t \) using Eq. 9.
      6. if Ant is out of the search space then
         1. Relocate the ant in search area (Eq. 21).
      end if
   end for
5. Calculate the fitness values of ants.
6. for every antlion do
   1. if Fitness of ant is better than that of antlion then
      1. antlion hunts ant (update the antlion’s position).
   end if
end for
7. Update the elite antlion.
8. until the stopping criterion is met
9. return the stopping criterion.

4. ANFIS Structure

Artificial Neural Networks (ANN) and Fuzzy Inference Systems (FIS) are known as soft computing techniques. FIS is a system that uses fuzzy membership functions
to make a decision. There are many applications of FIS in different areas. However, FIS has not the learning capacity. ANN has a strong ability to learn thanks to the weighted connections between the neurons. For these reasons, the advantage of ANN and FIS can be integrated into a neuro-fuzzy approach. ANFIS presented by Jang [8] is an intelligent neuro-fuzzy structure used in modelling nonlinear functions and estimating chaotic time series. ANFIS structure including the input and output of the linguistically specified rules, is connected to a set of parameters in each layer by the adaptive neural network nodes. The ANFIS model consists of five layers, which can also be described as a multilayer neural network, as shown in Fig. 3. ANFIS model generally uses a hybrid learning algorithm and depending on the number and type of membership function selected, it is constructed by the hybrid learning algorithm. ANFIS is more effective than ANN and FIS because of the fact that it includes the features of ANN and Fuzzy systems.

![General ANFIS structure with two inputs.](image)

Fig. 3 General ANFIS structure with two inputs.

To give the mathematical equations of five layers in the ANFIS structure including two inputs and one output, we assume two fuzzy sets. The membership functions of these fuzzy sets have the shape of a two-dimensional Gaussian distribution. The centers of Gaussian membership functions are given as \(a_i\) parameters. \(b_i\) parameters determining the width of these fuzzy sets in the \(x\) and \(y\) directions.

In Eq. 22 and Eq. 23, the membership functions of these fuzzy sets are calculated for data \((x,y)\).

**Layer 1:**

\[
O_{1,i} = \mu_{A_i}(x) = \exp\left(-\frac{(x-a_i)^2}{2b_i^2}\right); i = 1, 2, \tag{22}
\]

\[
O_{1,i} = \mu_{B_{i-2}}(y) = \exp\left(-\frac{(y-a_i)^2}{2b_i^2}\right); i = 3, 4, \tag{23}
\]

\(a_i\) and \(b_i\) in this layer are called antecedent parameters. \(\mu_{A_i}\) and \(\mu_{B_i}\) denote membership function. \(x\) and \(y\) represent the external inputs. \(i\) denotes the index number.

**Layer 2:**

\[
O_{2,i} = w_i = \mu_{A_i}(x) \mu_{B_i}(y). \tag{24}
\]
The output of each node stands for the firing strength $w_i$ of the rule, generally the algebraic product T-norm operator is applied as the node function.

**Layer 3:**

$$O_{3,i} = \bar{w}_i = \frac{w_i}{w_1 + w_2}, i = 1, 2. \quad (25)$$

In each node, the ratio of that node rule firing strength ($w_i$) to sum of all the firing strengths ($w_1 + w_2$) is found. The output of this layer is called normalized firing strengths.

**Layer 4:**

$$O_{4,i} = \bar{w}_i f_i = \bar{w}_i \left(p_i x + q_i y + r_i\right). \quad (26)$$

Each node in this layer is the adaptive node with their node functions. The parameters $p_i, q_i, r_i$ in this layer stand for the consequent parameters.

**Layer 5:**

$$O_{5,1} = \sum_i \bar{w}_i f_i = \frac{\sum_i w_i f_i}{\sum_i w_i}. \quad (27)$$

The single node in the last layer is known as fixed node that calculates the sum of the all previous layers’ outputs, where $f_i$ are rules.

5. IALO performance test results

5.1 ANFIS parameter learning by IALO algorithm

In this section, ANFIS parameters for modelling of dynamic systems have been optimized by the proposed algorithm and the other well known algorithms, then tested and performance evaluations have been carried out. The parameters of the algorithms used in this study are given in Tab. I and the calculation mechanism is shown as block diagram in Fig. 4.

In this study, ANFIS learning for modelling of dynamical systems is carried out using heuristic algorithms. Dynamical systems are summarized in Tab. II. For the first and second data sets, a cosine and sine functions are utilized as much as the iteration size, and for other data sets, the random number generator is used in the ranges given in this table. In Tab. III, parameter numbers of ANFIS for each dynamical system are given. Detailed information about Tab. II can be obtained from [14].

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO [16]</td>
<td>Constriction factor=0.7298, learning coefficients = 2.05</td>
</tr>
<tr>
<td>ABC [12]</td>
<td>limit cycle=100</td>
</tr>
<tr>
<td>SA [30]</td>
<td>Temperature=current iteration/maximum iteration number</td>
</tr>
<tr>
<td>DE [34]</td>
<td>Crossover probability=0.5, differential weight=0.8, differential strategy=DE/rand/1/bin</td>
</tr>
<tr>
<td>TACO [6]</td>
<td>Vaporizing=0.1, number of bit=18</td>
</tr>
<tr>
<td>ALO [22]</td>
<td>No parameter</td>
</tr>
<tr>
<td>IALO</td>
<td>random walk size =Max Iter/5</td>
</tr>
</tbody>
</table>

Tab. I Parameters of heuristic algorithms used in ANFIS training.
Fig. 4 ANFIS training by IALO algorithm.

In the optimization of ANFIS parameters, the squared errors are obtained from ANFIS output and system output at the end of each iteration. The mean of these squared errors is used as fitness value of each individual in used heuristic algorithms. In this study, each heuristic algorithm was run 30 times to train ANFIS. The population size is calculated by the following equation given in [5], where round is the function that rounds to the nearest decimal or integer and $D$ is the dimension of the problem (total parameters in Tab. III).

$$\text{Population Size} = \text{round} \left( 10 + 2\sqrt{D} \right).$$  \tag{28}
5.2 Statistical analysis

To evaluate the performance of the IALO algorithm, we have used some statistical metrics, such as mean squared error (MSE), statistical best (SB), and statistical worst (SW). Their formulas are given in Eqs. 29–31, where $\hat{x}_i$ is the prediction value produced by ANFIS on training at $i$-th iteration, $x_i$ is corresponding target value. Also $f$ is the optimal solution’s fitness value of each run and $m$ is the number of run.

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (\hat{x}_i - x_i)^2, \\
SB = \text{Min}_{i=1}^{m} f, \\
SW = \text{Max}_{i=1}^{m} f.
\]

In this study, we have utilized the Mann-Whitney test, which is a non-parametric statistical test for two independent groups [3]. In the Mann-Whitney test, it is assumed that IALO algorithm is worse than the compared algorithms as the null hypothesis. The alternative hypothesis considers that the compared algorithm is significantly worse than IALO algorithm.

5.3 Validation of the proposed model

This sub-section presents non-parametric statistical test results to show the significance of the results of the proposed IALO algorithm. This test is unpaired Mann-Whitney test of medians. The p-values less than 0.05 can be regarded as strong proof against the null hypothesis. To show the significant differences between the MSE results of proposed IALO algorithm versus other heuristic algorithms, Tab. IV summarizes the p-values obtained by a one-tailed variant of Mann-Whitney test with 5 % degree. p-values $\leq$ 0.05 are shown in bold face. As can be seen from the Mann-Whitney test results, IALO algorithm shows a significant improvement over TACO, PSO, DE, and SA, with a level of 5% significance.

<table>
<thead>
<tr>
<th>IALO</th>
<th>ABC</th>
<th>DE</th>
<th>PSO</th>
<th>TACO</th>
<th>SA</th>
<th>ALO</th>
</tr>
</thead>
<tbody>
<tr>
<td>System 2</td>
<td>6.6325e-01</td>
<td>8.0311e-07</td>
<td>1.3049e-10</td>
<td>5.3328e-08</td>
<td>2.3186e-03</td>
<td>4.6760e-01</td>
</tr>
<tr>
<td>System 4</td>
<td>1.0000e+00</td>
<td>1.0000e+00</td>
<td>7.3173e-11</td>
<td>1.5051e-07</td>
<td>5.6139e-03</td>
<td>9.9995e-01</td>
</tr>
<tr>
<td>System 5</td>
<td>1.0000e+00</td>
<td>1.4457e-03</td>
<td>2.3428e-08</td>
<td>1.0029e-04</td>
<td>4.0364e-01</td>
<td>9.9651e-01</td>
</tr>
</tbody>
</table>

Tab. IV p-values of the Mann-Whitney test with 5 % significance.

5.4 ANFIS results using IALO algorithm

In this sub-section, we present the ANFIS training and test results for five dynamic systems using the proposed IALO and other heuristic algorithms. Fig. 5 shows the boxplot of the fitness values for ANFIS training results with 30 runs of five dynamic systems.
Fig. 5 Boxplots of fitness values in ANFIS training results for dynamic systems.

According to these figures, the IALO algorithm has competitive results in comparison with the other heuristic algorithm. The PSO algorithm has the worst performance among the other algorithms. The detailed results of all algorithms are given in Tab. V. In this table, \textit{R.}, \textit{Av.R.}, \textit{Av.Cum.R} refer to rank, average rank and average cumulative rank respectively. The table organized in two parts, one of which is \textit{Train}, while the other is \textit{Test} for each heuristic optimization algorithm.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO</td>
<td>Train</td>
<td>2.866</td>
<td>5.971</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Best</td>
<td>0.033</td>
<td>0.007</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>5.201</td>
<td>0.019</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.840</td>
<td>0.026</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>St. Dev.</td>
<td>1.338</td>
<td>2.431</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test</td>
<td>Best</td>
<td>0.082</td>
<td>0.027</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>4.781</td>
<td>0.282</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ABC</td>
<td>Train</td>
<td>1.370</td>
<td>1.686</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Best</td>
<td>0.006</td>
<td>0.002</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>0.028</td>
<td>0.010</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.016</td>
<td>0.007</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>St. Dev.</td>
<td>0.005</td>
<td>0.012</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test</td>
<td>Best</td>
<td>0.007</td>
<td>0.012</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>0.034</td>
<td>0.048</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SA</td>
<td>Train</td>
<td>2.627</td>
<td>4.609</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Best</td>
<td>0.009</td>
<td>0.003</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>0.061</td>
<td>0.011</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.017</td>
<td>0.008</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>St. Dev.</td>
<td>0.013</td>
<td>0.002</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test</td>
<td>Best</td>
<td>0.051</td>
<td>0.015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>0.097</td>
<td>0.056</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE</td>
<td>Train</td>
<td>2.586</td>
<td>3.114</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Best</td>
<td>0.025</td>
<td>0.003</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>0.065</td>
<td>0.015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.039</td>
<td>0.008</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>St. Dev.</td>
<td>0.008</td>
<td>0.010</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test</td>
<td>Best</td>
<td>0.051</td>
<td>0.015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>0.097</td>
<td>0.056</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TACO</td>
<td>Train</td>
<td>16.893</td>
<td>5.609</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Best</td>
<td>0.029</td>
<td>0.006</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>0.169</td>
<td>0.018</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.077</td>
<td>0.013</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>St. Dev.</td>
<td>0.034</td>
<td>0.003</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test</td>
<td>Best</td>
<td>0.442</td>
<td>0.047</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>0.301</td>
<td>0.069</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALO</td>
<td>Train</td>
<td>18.636</td>
<td>3.429</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Best</td>
<td>0.005</td>
<td>0.002</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>0.033</td>
<td>0.011</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.017</td>
<td>0.006</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>St. Dev.</td>
<td>0.007</td>
<td>0.002</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test</td>
<td>Best</td>
<td>0.041</td>
<td>0.034</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>0.114</td>
<td>0.053</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IALO</td>
<td>Train</td>
<td>3.775</td>
<td>4.200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Best</td>
<td>0.004</td>
<td>0.002</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>0.064</td>
<td>0.017</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.026</td>
<td>0.006</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>St. Dev.</td>
<td>0.020</td>
<td>0.003</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test</td>
<td>Best</td>
<td>0.021</td>
<td>0.022</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>0.224</td>
<td>0.076</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Tab. V Performance results of all algorithms on ANFIS training and testing.
In the measurement column, *Best* and *Worst* are refers to the fitness values of best solution and worst solution among 30 runs respectively. *St.Dev.* is standard deviation of all solutions’ fitness values, *Average* is average of them. Fig. 6 and Fig. 7 show training and test results of ANFIS model having the best parameters obtained from 30 runs with 500 iterations, for five dynamical systems.

![Comparison performance of ANFIS models for training phase.](image)

**Fig. 6** Comparison performance of ANFIS models for training phase.
Fig. 7 Comparison performance of ANFIS models for test phase.
6. Conclusion

The most important lack of the ALO algorithm is that it has a long runtime because of the standard random walking modelling used in it. This paper proposed an improved ALO algorithm to overcome deficiencies in the original ALO algorithm. This proposed IALO algorithm includes some improvements on the random walking procedure, selection method and boundary checking mechanism. IALO algorithm was adapted for optimizing antecedent and consequent parameters of ANFIS model. To evaluate the performance of IALO algorithm, we used five dynamic systems from the literature. The ANFIS training and test results were compared with a variety of well-known heuristic algorithms using some statistical methods.

During ANFIS parameters optimization, IALO and other algorithms were run 30 times for generating meaningful statistical results. It is clearly evident that IALO algorithm is statistically better than DE, PSO, TACO, and SA algorithms according to the p-values in one-tailed Mann-Whitney test. The results of the ANFIS parameter optimization show that the IALO algorithm has competitive results among the well-known heuristic algorithms and is worth applying to different problems.

In the future studies regarding ALO, the opposition-based ALO, the chaotic system based ALO would be developed to increase the performance of the ALO algorithm more. Besides, the proposed various ALO algorithms would be implemented to different optimization problems, such as quadratic assignment problems, parallel scheduling problems, etc. The performance of the developed ALO algorithms would be compared with other heuristic algorithms.
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