Abstract: This article introduces a floppy logic – a new method of work with fuzzy sets. This theory is a nice connection between the logic, the probability theory and the fuzzy sets. The floppy logic has several advantages compared to the fuzzy logic: All propositions, which are equivalent in the bivalent logic, are equivalent in the floppy logic too. Logical operations are modeled unambiguously, not by using many alternative t-norms and t-conorms. In floppy logic, we can use the whole apparatus of Kolmogorov’s probability theory. This theory allows to work consistently with systems that are described by fuzzy sets, probability distributions and accurate values simultaneously.
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1. Introduction

This article introduces a “floppy logic” – a new method of work with fuzzy sets.

In this Introduction we provide basic information to facilitate orientation in this text.

In the second section we will discuss very briefly the fuzzy logic and probability theory. There are the following facts interesting for us: Fuzzy sets are very useful and successful tools for a system description. The fuzzy logic is not compatible with the probability theory. There are many t-norms and t-conorms which can be alternatively a generalization of sets union and intersection.

In the third section we present the basic floppy logic. We will introduce basic floppy sets, their probabilities and membership functions. That section finishes with many examples.

The fourth section is a generalization of the basic floppy logic. That generalization allows us to use fuzzy statements and precise statements together. A nice feature of the floppy logic is explained in that part: All statements, which are equivalent in standard bivalent logic, are equivalent in floppy logic too. There are many examples at the end of the section too.
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Then the conclusion and two appendices follow: overview of the Kolmogorov’s axioms and proofs of the submitted theorems.

The basic idea of the floppy logic is this: If a system of primary fuzzy sets fulfills appropriate assumptions, then it meets all Kolmogorov’s axioms and it is, therefore, a model of Kolmogorov’s probability theory. Then we can work with fuzzy sets as with objects of probability theory.1

2. Fuzzy logic and probability theory

2.1 Probability theory

The emergence of the probability theory falls to the mid 17th century and is connected with the names of Blaise Pascal, Pierre de Fermat and Christian Huygens. A nice treatise on its history can be found in [18] or [24]. An important step was the axiomatization of the theory carried out by Andrey Nikolajevic Kolmogorov in 1933 in the book [15]. This axiomatization led to a great development of the theory and related disciplines. Another generalization of the axioms was performed by Alfred Renyi in [23]. A big advantage of probability theory is an unambiguous mathematical apparatus.

2.2 History of fuzzy sets

We can read about a history of fuzzy sets in the book [8]. The notion “fuzzy set” first appeared in 1965 in Lotfi Zadeh’s article [28]. A fundamental idea of the sets whose elements could have a degree of membership in the whole range from zero to one is presented in that paper. Subsequently, the author solves the second question how to generalize the standard intersection and union for these sets. Lotfi Zadeh already notes in this work, that there are several operations that can be such a generalization. Firstly, he presents the maximum and minimum of membership functions, secondly the algebraic sum and algebraic product. Zadeh ascribes the discovery of the algebraic sum as a dual operations to the algebraic product to T. Cover. An operation which we call “algebraic sum”, is called the “sum” by Zadeh simply. The name “algebraic sum” he used for the simple sum of membership functions.

The third pair of such operations is the bounded sum and the bounded difference, which appeared in Robin Giles’ work [12] from 1976. Some other operations followed soon. Generally, we can generalize the intersection for crisp sets by any triangular norm and the union by any triangular conorms.

The term “triangular norm” first appeared in 1942 in Karl Menger’s work [19]. Within the context of fuzzy sets, this term is firstly used in Didier Dubois and Henri M. Prade’s book [9] including the important proposition

\[ T_w(a, b) \leq T(a, b) \leq \min(a, b) , \]

where \( T(a, b) \) is any triangular norm and \( T_w(a, b) \) is the drastic product.

---

1I took over this idea from Ivan Nagy, the supervisor of my dissertation.
The set operations union and intersection correspond to the logical operations disjunctions and conjunctions. So we can have many operations, triangular norms and conorms, which generalize conjunction and disjunction of classical logic. If we want to realize e.g. a fuzzy controller, we would face the task to choose one from many logical operations. This ambiguity is a disadvantage of the fuzzy set theory.

On the other hand, a fuzzy description is similar to natural human language and systems can be described by fuzzy rules easily and comfortably.

2.3 The conjunction of probability theory and fuzzy sets

The idea to connect the probability theory and the fuzzy set theory is not new. The probability and also the degree of membership have values within the same range \((0, 1)\). This immediately suggests the question whether the two theories are not equivalent. Almost every popular text about fuzzy sets emphasizes that they are not the same. For example, Wikipedia in the entry “Fuzzy logic” states: “Fuzzy logic and probability address different forms of uncertainty.” See [10].

Both approaches, however, can be combined in many ways. E.g. in article [30], Lotfi Zadeh introduces a classical probability of fuzzy phenomena. In [27], the same author already thinks about the probability of fuzzy events, which is not given by a real number but by a fuzzy number. The conditional probability of fuzzy objects is the subject of paper [21].

2.4 The differences between the probability theory and the theory of fuzzy sets

The basic differences between the probability theory and the theory of fuzzy sets which are often referred, are two:

1) Both of these theories describe different types of uncertainty.

We can meet the interpretation of membership functions as a degree of similarity (e.g. [2]), a degree of preference (e.g. [3]) or a degree of uncertainty (e.g. [4]). The membership function can be often seen as a conditional probability \( P(A|\mathcal{A}) \) where a given element \( x \) will be assigned to the set \( A \) by a queried subject (e.g. by an expert). This approach can be found e.g. in [14].

Note that although these theories describe different types of uncertainty, it does not mean automatically that these uncertainty cannot be described by the same axiomatic theory.

2) The membership function of an intersection or union of two fuzzy sets depends only on the membership functions of these sets. We say, that fuzzy logic is “functional”.

On the other hand, the probability of the intersection or union of two events depends not only on the probabilities of these events, but also on their conditional probability. The probability theory is not “functional”.

\[ ^2 \text{However, he does not show under what conditions this way defined probability satisfies the Kolmogorov’s axioms.} \]
2.5 The relations between the probability theory and the theory of fuzzy sets

An interesting relationship can be found in the article [11] where Brian R. Gaines introduces the “uncertainty logic”. It leads, after adding the law of excluded middle, to Rescher’s probabilistic logic which is introduced in the book [22]. On the contrary, addition of the requirement of functionality of logic leads to Łukasiewicz’s fuzzy logic. The addition of both requirements together leads to contradiction.

Another relationship between probability theory and fuzzy sets can be found in similar properties of conditional probability on one hand and fuzzy relative cardinality on the other. This similarity was pointed out by Bart Kosko in the article [17].

Here we must mention the possibility theory, developed by Lotfi Zadeh [29], Didier Dubois and Henri M. Prade [7], which lies between the probability theory and theory of fuzzy sets. Events have assigned two numbers in this theory: possibility and necessity.

The possibility and the necessity have two properties similar to membership functions of fuzzy sets.

1) The possibility of union of any two events is equal to the maximum of the possibility of these events.

2) The necessity of intersection of any two events is equal to the minimum of the necessity of these events.

On the other hand, there is also a link to the probability theory. The possibility, namely, can be understood as an upper probability envelope.

I would like to mention one recent result about the relationship between the probability theory and the theory of fuzzy sets. The authors of the paper [20] study a question, which t-norms and t-conorms in conjunction with Zadeh’s definition of probability of fuzzy events [30] meet Kolmogorov’s axioms.

Some other ideas about fuzzy logic and probability can be found in [13] or [1].

Many references dealing with the relationship between the probability theory and the fuzzy sets can be found in the compendious article [6].

3. Basic floppy logic

3.1 Basic floppy sets

Which assumptions must be fulfilled in order to obtain a probability space?

Let \( S \) be a system of primary fuzzy sets \( A_i \).

A set of all subsets of \( S \) will be denoted by \( \mathcal{P}(S) \).

The definition domain of the membership functions of fuzzy sets from \( S \) will be denoted by \( X \).

The membership functions of fuzzy sets \( A_i \) will be denoted by \( \mu_{A_i}(x) \), where \( x \in X \). We can often write shortly \( \mu_{A_i} \).

We will assume that the definition domain \( X \) and the system of fuzzy sets \( S \) satisfy these assumptions:

**Assumption 1.** \( S \) is a finite or countable set.
Assumption 2. Membership functions of fuzzy sets $A_i \in S$ assume values from the interval $(0, 1)$.

Assumption 3. The sum of all the membership functions of fuzzy sets $A_i \in S$ is equal to one everywhere:

$$\forall x \in X : \sum_{A_i \in S} \mu_{A_i}(x) = 1.$$ 

Assumption 4. A measure space $(X, A, P)$ is defined on the set $X$ where $A$ is a $\sigma$-algebra on $X$ and $P$ is a probability measure.

Assumption 5. All membership functions $\mu_{A_i}$ of fuzzy sets $A_i \in S$ are measurable on the sets $X_i \in A$ with respect to the measure $P$.

Now we can introduce next definitions:

Definition 1. Sets of primary fuzzy sets will be called basic floppy sets and will be denoted by bold capital letters.

E.g. subsets of $S$ are basic floppy sets.

Definition 2. The membership function of basic floppy set $B \subseteq S$ is defined by the rule:

$$\mu_{B}(x) = \sum_{A_i \subseteq B} \mu_{A_i}(x)$$

where $x \in X$.

The membership function of basic floppy sets will be denoted by the bold letter $\mu$.

The membership function $\mu_{B}(x)$ is defined well. See Lemmas 3 and 4, Subsection 7.1.

Note, that we have membership functions of fuzzy sets and membership functions of basic floppy sets and it is very important to distinguish between them.

Definition 3. A probability $Q$ of basic floppy set $B \subseteq S$ is defined by the rule:

$$Q(B) = \int_{X} \mu_{B}(x) dP$$

where the integral on the right side is the Lebesgue integral with a probability measure $P$ over the set $X$.

This definition is similar but not equivalent to Zadeh’s definition of probability of fuzzy events from [30]. A question, which $t$-norm and $t$-conorms connected with Zadeh’s definition of probability of fuzzy events satisfy Kolmogorov’s axioms, is very complicated [20]. On the other hand, the same question with floppy sets and our new definition of probability is very simple.

The probability $Q(B)$ is defined well. See Lemma 6, Subsection 7.1.

If we wanted to work only with discrete random variables, we could define the number $Q(B)$ as follows:

$$Q(B) = \sum_{x_i \in X} \mu_{B}(x_i) \cdot P(x_i).$$
If we wanted to work only with continuous random variables with probability density function \( f(x) \), we could define the number \( Q(B) \) using the Riemann integral as follows:

\[
Q(B) = \int_B f(x) \, dx.
\]

Our definition using Lebesgue integral covers both of these cases, and combinations thereof.

**Definition 4.** The space \((S, \mathcal{P}(S), Q)\) will be called a **basic floppy probability space**.

The names “probability of basic floppy set” in the Definition 3 and “basic floppy probability space” in the Definition 4 are justified through the next theorem:

**Theorem 1.** About basic floppy probability spaces

Each basic floppy probability space satisfies all Kolmogorov’s axioms.

The proof of Theorem 1 is placed in Subsection 7.2.

Thus, the basic floppy sets can be seen as probability events, the set \( S \) as a sample space, and so on.

### 3.2 Examples

**Is this system a basic floppy probability space?**

We describe a temperature of water by three fuzzy sets: hot \((H)\), tepid \((T)\) and cold \((C)\) with membership functions \( \mu_H, \mu_T, \mu_C \). The temperature will be denoted by letter \( x \) and the probability density function of temperature occurrence by symbol \( f(x) \). The membership functions and the density function are figured in Figure 1.\(^3\)

Does this system satisfy Assumptions 1 to 5?

1. \( S = \{H, T, C\} \) is a finite set.
2. Values of membership functions are from the interval \((0, 1)\).
3. The sum of membership function is 1 everywhere on \( X \).
4. There is some probability density function of temperature occurrence, so there is defined some probability space \((X, \mathcal{A}, P)\).
5. All membership functions are simple and measurable on the set \( X \) with respect to the measure \( P \).

Therefore \((S, \mathcal{P}(S), Q)\) is a basic floppy probability space.

Now we are looking for the membership functions and the probability of floppy events:

\(^3\)The left vertical axis is valid for membership functions, the right for the probability density function.
1. A singleton of fuzzy set – The water is hot.
\[
\mu_{\{H\}} = \mu_H,
\]
\[
Q(\{H\}) = \int_X \mu_{\{H\}} dP = \int_0^{100} \mu_H(x) \cdot f(x) dx.
\]

2. A negation – The water is not hot.
\[
\mu_{\{\neg H\}} = \mu_{\{T,C\}} = \mu_T + \mu_C,
\]
\[
Q(\{\neg H\}) = \int_X \mu_{\{\neg H\}} dP = \int_0^{100} (\mu_T + \mu_C) \cdot f(x) dx.
\]

3. A conjunction – The water is not hot and is not cold.
\[
\mu_{\{\neg H \cap \neg C\}} = \mu_{\{T,C\} \cap \{H,T\}} = \mu_T,
\]
\[
Q(\{\neg H \cap \neg C\}) = \int_X \mu_{\{\neg H \cap \neg C\}} dP = \int_0^{100} \mu_T \cdot f(x) dx.
\]

4. A disjunction – The water is hot or tepid.
\[
\mu_{\{H \cup T\}} = \mu_{\{H,T\}} = \mu_H + \mu_T,
\]
\[
Q(\{H \cup T\}) = \int_X \mu_{\{H \cup T\}} dP = \int_0^{100} (\mu_H + \mu_T) \cdot f(x) dx.
\]

Fig. 1 The membership functions and the probability density function.
5. An implication – If the water is hot, then it is not cold.
   An equivalence $H \Rightarrow \neg C \iff \neg H \lor \neg C$ is used. The equivalence of floppy statements will be discussed in Subsection 4.2.

$$
\mu_{\{H \cup \{C\}\}} = \mu_{\{T,C\} \cup \{H,T\}} = \mu_{\{H,T,C\}} = \mu_H + \mu_T + \mu_C = 1,
$$

$$
Q\left(\{H\} \cup \{C\}\right) = \int_X \mu_{\{H\} \cup \{C\}} dP = \int_0^{100} 1 \cdot f(x) \, dx = 1.
$$

6. An equivalence – The water is hot if and only if it is cold.
   An equivalence $H \iff C \iff (H \land C) \lor (\neg H \land \neg C)$ is used.

$$
\mu_{\{H \cap C\} \cup \{H \cap C\}} = \mu_{\emptyset \cup \{T\}} = \mu_{\{T\}} = \mu_T,
$$

$$
Q\left(\{H\} \cap \{C\}\right) = \int_X \mu_{\{T\}} dP = \int_0^{100} \mu_T \cdot f(x) \, dx = Q\{\{T\}\}.
$$

In the floppy logic, we can use every relations from Kolmogorov’s probability theory.

For example:

7. The formula for the union of events – What is the probability that the water is tepid or is not hot?

$$
Q\{\{T\} \cup \{H\}\} = Q\{\{T\}\} + Q\{\{H\}\} - Q\{\{T\} \cap \{H\}\} = \int_X \mu_T \cdot f(x) \, dx + \int_X (\mu_T + \mu_C) \cdot f(x) \, dx - \int_X \mu_T \cdot f(x) \, dx = \int_0^{100} (\mu_T + \mu_C) \cdot f(x) \, dx.
$$

8. The definition of the conditional probability – What is the probability that the water is hot, provided that is not cold?

$$
Q\left(\{H\} \mid \{\neg C\}\right) = \frac{Q\left(\{H\} \cap \{\neg C\}\right)}{Q\left(\{\neg C\}\right)} = \frac{Q\{\{H\}\}}{Q\{\{\neg C\}\}} = \frac{\int_0^{100} \mu_H \cdot f(x) \, dx}{\int_0^{100} (\mu_H + \mu_T) \cdot f(x) \, dx}.
$$
9. The Bayes’ theorem – What is the probability that the water is not cold, provided that is hot?

\[
Q \left( \{C\} \mid \{H\} \right) = \frac{Q \left( \{C\} \mid \{H\} \right) \cdot Q \left( \{H\} \right)}{Q \left( \{H\} \right)} = \frac{\int_X \mu_H f(x) dx}{\int_X (\mu_H + \mu_T) f(x) dx} \cdot \int_X (\mu_H + \mu_T) \cdot f(x) dx}
\]

\[
= \int_X \mu_H \cdot f(x) dx = 1.
\]

4. Generalized floppy logic

4.1 Floppy sets

We have two probabilistic spaces now. The space \((X, \mathcal{A}, P)\) was assumed and the space \((\mathcal{S}, \mathcal{P}(\mathcal{S}), Q)\) was defined. Let us create a joint probability space.

We need a sample space, \(\sigma\)-algebra rich enough, and probabilistic measure. We assume fulfillment of Assumptions 1 to 5, Subsection 3.1.

The sample space of that joint probability space will be the Cartesian product \(\mathcal{S} \times X\).

**Definition 5.** The smallest \(\sigma\)-algebra over \(\mathcal{P}(\mathcal{S}) \times \mathcal{A}\) will be denoted \(\mathcal{C}\).

**Definition 6.** Elements of \(\mathcal{C}\) will be called **floppy sets**.

The floppy sets will be denoted by bold capital letters.

**Definition 7.** A membership function of floppy set \(C \in \mathcal{C}\) is defined by the rule:

\[
\mu_C(x) = \sum_{A_i \in \mathcal{S}, A_i \cap x \in \mathcal{C}} \mu_{A_i}(x).
\]

The membership function of floppy sets will be denoted by bold letter \(\mu\).

**Definition 8.** A probability \(R\) of floppy set \(C \in \mathcal{C}\) is defined by the rule:

\[
R(C) = \int_X \mu_C(x) dP.
\]

**Definition 9.** The space \((\mathcal{S} \times X, \mathcal{C}, R)\) will be called a **floppy probability space**.

The names “probability of floppy set” in the Definition 8 and “floppy probability space” in the Definition 9 are justified through the next theorem:

**Theorem 2.** About floppy probability spaces

Each floppy probability space satisfies all Kolmogorov’s axioms.

The proof of Theorem 2 is placed in Subsection 7.3.

Thus, floppy sets can be seen as probabilistic events and it is possible to work with them this way.
4.2 Equivalent statements in floppy logic

*Statements equivalent in the standard logic are equivalent in the floppy logic too.*

In what sense are the floppy statements equivalent?

Statements in the standard logic can be modeled by crisp sets. Two equivalent statements correspond to the same set.

Statement in the floppy logic are represented by floppy sets i.e. by crisp sets. Thus two equivalent statement correspond to the same floppy set and their membership functions are the same.

4.3 Examples

For simplicity, sometimes $B$ will be written instead of $B \times X$, $x$ instead of $S \times x$, and so on. Sometimes logical operators will be written instead of sets operators.

1. A simple floppy set – The water is hot and the temperature is under 90°C.

   $$
   \mu_C (x) = \sum_{A_i \in S_i [A_i, x] \in C} \mu_{A_i} (x) = \begin{cases} 
   \mu_H & x \in (0, 90), \\
   0 & x \in (90, 100).
   \end{cases}
   $$

   $$
   R (C) = \int_0^{90} \mu_H (x) dP = \int_0^{90} \mu_H (x) \cdot f (x) dx.
   $$

2. A bit complicated floppy set – The water is cold or tepid and the temperature is over 30°C or the water is hot or tepid and the temperature is under 80°C.

   $$
   \mu_C (x) = \sum_{A_i \in S_i [A_i, x] \in C} \mu_{A_i} (x) = \begin{cases} 
   \mu_H + \mu_T & x \in (0, 30), \\
   \mu_C + \mu_T + \mu_H = 1 & x \in (30, 80), \\
   \mu_C + \mu_T & x \in (80, 100).
   \end{cases}
   $$

   $$
   R (C) = \int_0^{30} (\mu_H (x) + \mu_T (x)) dP + \int_{30}^{80} dP + \\
   + \int_{80}^{100} (\mu_C (x) + \mu_T (x)) dP = \\
   = \int_{20}^{30} \mu_T (x) \cdot f (x) dx + \int_{30}^{80} f (x) dx + 0.
   $$

3. The equivalence between sets $B \subseteq S$ and $B \times X \in C$ – The water is hot.

   $$
   \mu_{B \times X} (x) = \mu_H (x) = \mu_B (x),
   $$

   where $x \in (0, 100)$.

   $$
   R (B \times X) = \int_0^{100} \mu_H (x) dP = \\
   = \int_0^{100} \mu_H (x) \cdot f (x) dx = Q (B).
   $$
4. A crisp set – The temperature of water is from the interval \(50, 90\) °C.

\[
\mu_C(x) = \sum_{A_i \in S} \mu_{A_i}(x) = \begin{cases} 
0 & x \in (0, 50), \\
\mu_C + \mu_T + \mu_H = 1 & x \in (50, 90), \\
0 & x \in (90, 100).
\end{cases}
\]

\[
R(C) = \int_{50}^{90} dP = \int_{50}^{90} f(x) \, dx.
\]

5. An implication – If the temperature is from interval \(80, 100\) °C, then the water is hot. = The water is hot or the temperature is not from the interval \(80, 100\) °C.

\[
\mu_C(x) = \sum_{A_i \in S} \mu_{A_i}(x) = \begin{cases} 
1 & x \in (0, 80), \\
\mu_H & x \in (80, 100).
\end{cases}
\]

\[
R(C) = \int_{0}^{80} 1 \, dP + \int_{80}^{100} \mu_H(x) \, dP = \\
= \int_{0}^{80} f(x) \, dx + \int_{80}^{100} \mu_H(x) \cdot f(x) \, dx = 1.
\]

6. A conditional probability. We use the standard definition of the conditional probability from the probability theory. – What is the probability that the water is hot, provided that the temperature is from the interval \(80, 100\) °C?

\[
R(\{H\} | (80, 100)) = \frac{R(\{H\} \cap (80, 100))}{R((80, 100))} = \\
= \frac{\int_{80}^{100} \mu_H(x) \, dP}{\int_{80}^{100} dP} = \\
= \frac{\int_{80}^{100} \mu_H(x) \cdot f(x) \, dx}{\int_{80}^{100} f(x) \, dx} = 1.
\]

7. A relation between an implication \(C \Rightarrow D\) and a conditional probability \(R(D|C)\).

\[
R(C \Rightarrow D) = R(\overline{C}) + R(C \cap D) = 1 - R(C) + R(D|C) \cdot R(C).
\]

So, if \(R(D|C) = 1\), then \(R(C \Rightarrow D) = 1\).

If \(R(C \Rightarrow D) = 1\) and \(R(C) \neq 0\), then \(R(D|C) = 1\).
8. The joint probability density function – What is the probability density function at the point \([A_i, x]\)?

The joint probability density function is given by the equation:

\[
 f \left( A_i, x \right) = \mu_{A_i}(x) \cdot f(x),
\]

where \(A_i \in S\).

See Fig. 2 where the joint probability density function is shown.

9. A sense of the conditional probability \(R(C|x)\) where \(C \in \mathcal{C}\) and \(x \in X\).

We use the conditional probability definition from the probability theory. – What is the probability that the water is hot, provided that the temperature is \(x\)?

\[
 R(C|x) = \frac{f(C \cap x)}{f(x)} = \frac{\mu_C(x) \cdot f(x)}{f(x)} = \mu_C(x) = \mu_H(x).
\]

10. The Bayes’ theorem – What is the probability density function of tempera-
ture, provided that the water is hot?

\[
f(x|C) = \frac{R(C|x) \cdot f(x)}{R(C)} = \frac{\mu_C(x) \cdot f(x)}{\int_{\mathbb{X}} \mu_C(x) \cdot f(x) \, dx} = \frac{\mu_H(x) \cdot f(x)}{\int_0^{100} \mu_H(x) \cdot f(x) \, dx}.
\]

11. A mean value – What is the temperature mean value of hot water?

\[
E(x|C) = \int_{\mathbb{X}} x \cdot f(x|C) \, dx = \frac{1}{R(C)} \cdot \int_{\mathbb{X}} x \cdot \mu_C(x) \cdot f(x) \, dx = \frac{1}{R(\{H\})} \cdot \int_0^{100} x \cdot \mu_H(x) \cdot f(x) \, dx.
\]

Thus, each floppy set can be represented by the number \(E(x|C)\). This number will be denoted \(\langle C \rangle\) and called the mean value of floppy set \(C\).

12. What is the mean value of numbers \(\langle \{A_i\} \rangle\)?

\[
E(\langle \{A_i\} \rangle) = \sum_{\forall i} \langle \{A_i\} \rangle \cdot R(\{A_i\}) = \sum_{\forall i} \int_{\mathbb{X}} x \cdot \mu_{\{A_i\}}(x) \cdot f(x) \, dx = \int_{\mathbb{X}} x \cdot f(x) \, dx = E(x).
\]

13. Contraposition of implication – If the water is hot, then the temperature is over 60°C. \(\iff\) If the temperature is not over 60°C, then the water is not hot.

\[
\mu_{\{H\} \Rightarrow (60, 100)} = \mu_{\{60, 100\} \cup \{H\}} = \mu_{(60, 100) \cup \{H\}} = \mu_{\{H\} \setminus (0, 100)}
\]

14. De Morgan’s law – It is not true that the water is hot or colder than 20°C. \(\iff\) It is not true that the water is hot and it is not true that the water is colder than 20°C.

\[
\mu_{\{H\} \cup (0, 20]} = \mu_{\{H\} \setminus (0, 20)} = \begin{cases} 0 & x \in (0, 20), \\ \mu_H + \mu_C & x \in (20, 100). \end{cases}
\]

5. Conclusion

In this article, we introduced the theoretical foundations of the floppy logic and showed some examples.

We have proved that system of primary fuzzy sets, which fulfills the appropriate conditions, is a model of Kolmogorov’s probability theory.

Therefore, the floppy sets can be understood as probabilistic events and it is possible to work with them this way.
6. Appendix – Kolmogorov’s axioms

We take over Kolmogorov’s axioms from the books [15, 25] in this form:

We have a set of values, which can be taken by a random variable. This set will be denoted by \( \Omega \) and called sample space.

Next we have the \( \sigma \)-algebra \( \mathcal{B} \) of subsets of \( \Omega \). Thus we assume:

**Axiom 1.** \( \emptyset \in \mathcal{B} \).

**Axiom 2.** If \( A \in \mathcal{B} \), then \( \overline{A} \in \mathcal{B} \).

**Axiom 3.** If \( A_1, A_2, \ldots, A_n, \ldots \in \mathcal{B} \), then

\[
\bigcup_{i=1}^{\infty} A_i \in \mathcal{B}.
\]

The elements of \( \mathcal{B} \) will be called events.

A real number \( P(A) \) will be assigned to all events \( A \in \mathcal{B} \). The number \( P(A) \) will be called the probability of event \( A \).

We assume, that the probability fulfills:

**Axiom 4.** \( P(\Omega) = 1 \).

**Axiom 5.** \( \forall A \in \mathcal{B} : P(A) \geq 0 \).

**Axiom 6.** If \( M = \{A_n\} \) is a finite or countable sequence of pairwise disjoint sets from \( \mathcal{B} \), then

\[
P\left( \bigcup_{A_n \in M} A_n \right) = \sum_{A_n \in M} P(A_n).
\]

7. Appendix – Proofs

7.1 The membership function \( \mu_B(x) \) and the probability \( Q(B) \) are well defined

**Lemma 3.** For all \( x \in X \) and for each set \( B \subseteq S \), the sum \( \mu_B(x) = \sum_{A_i \in B} \mu_{A_i}(x) \) converges absolutely to some number from the interval \( (0, 1) \).

First, we prove the absolute convergence:

We can write \( i < n \) where \( n \) is a natural number and \( i \) is an index of a fuzzy set \( A_i \). (Assumption 1, Subsection 3.1.)

A sequence of partial sums \( \sum_{A_i \in B \land i \leq n} \mu_{A_i}(x) \) is non-decreasing because we add only non-negative functions. (Assumption 2, Subsection 3.1.)

The sequence of partial sums \( \sum_{A_i \in B \land i < n} \mu_{A_i}(x) \) is bounded above by number 1:

\[
\sum_{A_i \in B \land i < n} \mu_{A_i}(x) \leq \sum_{A_i \in B} \mu_{A_i}(x) \leq \sum_{A_i \in S} \mu_{A_i}(x) = 1,
\]

\( \overline{A} \) is the designation for the set \( \Omega - A \).
where we used the Assumption 3 in the last equation.

A finite limit of a non-decreasing, bounded from above sequence always exists, and thus the sum \( \sum_{A_i \in B} \mu_{A_i}(x) \) converges. (See e.g. [26], p. 55.)

The sum \( \sum_{A_i \in B} \mu_{A_i}(x) \) converges absolutely because we only add non-negative numbers.

Let us show that the sum \( \sum_{A_i \in B} \mu_{A_i}(x) \) converges to some number in the interval \((0, 1)\):

- The sum \( \sum_{A_i \in B} \mu_{A_i}(x) \) is equal to or greater than zero, because we add only non-negative numbers. (Assumption 2, Subsection 3.1.)
- The sum \( \sum_{A_i \in B} \mu_{A_i}(x) \) is equal to or smaller than one, because
\[
\sum_{A_i \in B} \mu_{A_i}(x) \leq \sum_{A_i \in S} \mu_{A_i}(x) = 1
\]
where Assumption 3 is used.

**Lemma 4.** The sum \( \mu_B(x) = \sum_{A_i \in B} \mu_{A_i}(x) \) does not depend on the order in which the addends are added together.

The sum \( \sum_{A_i \in B} \mu_{A_i}(x) \) is a finite or countable sum according to Assumption 1, Subsection 3.1.

A finite sum does not depend on the order of addends.

If the sum is countable, then the expression \( \sum_{A_i \in B} \mu_{A_i}(x) \) converges absolutely according to Lemma 3. A sum of an absolutely convergent sequence does not depend on the order of addends too. (See e.g. [26], p. 99.)

**Lemma 5.** The function \( \mu_B(x) \) is measurable on the set \( X \) with respect to the measure \( P \).

The sum \( \sum_{A_i \in B} \mu_{A_i}(x) \) is a finite or countable sum (Assumption 1, Subsection 3.1.)

All functions \( \mu_{A_i} \) are measurable on the set \( X \) with respect to the measure \( P \). (Assumption 5, Subsection 3.1.)

Finite series:

A sum of two measurable functions is a measurable function. (See e.g. [5], p. 24.) So, a finite sum of measurable functions is a measurable function. Therefore, if the sum \( \mu_B(x) = \sum_{A_i \in B} \mu_{A_i}(x) \) is a finite sum, then it is measurable.

Countable series:

If the sum \( \mu_B(x) = \sum_{A_i \in B} \mu_{A_i}(x) \) is countable, then partial sums of it are measurable functions (according to the previous paragraph). A sequence of partial sums is non-decreasing. (Assumption 2, Subsection 3.1.) and a limit of a monotonous sequence of measurable functions is a measurable function. (See e.g. [5], p. 25.)

In both cases, the function \( \mu_B(x) \) is measurable.

**Lemma 6.** The Lebesgue integral \( Q(B) = \int_X \mu_B(x) dP \) always exists.

The function \( \mu_B(x) \) is bounded (according to Lemma 3) and measurable on the set \( X \) with respect to the measure \( P \) (according to Lemma 5).
(X, A, P) is a space with a probability measure. (Assumption 4, Subsection 3.1.) Therefore, it satisfies all Kolmogorov’s axioms, especially Axiom 4. So P(X) = 1. Therefore, the set X is measurable with respect to the measure P and its measure is finite.

A Lebesgue integral of bounded measurable function over a measurable set with a finite measure always exists. (See e.g. [5], pp. 29–31.)

7.2 The basic floppy probability space meets all Kolmogorov’s axioms

Proposition 7. \( \mathcal{P}(S) \) satisfies Axiom 1.

The power set \( \mathcal{P}(S) \) contains all subsets of \( S \) and therefore specially \( \emptyset \). So, Axiom 1 is fulfilled.

Proposition 8. \( \mathcal{P}(S) \) meets Axiom 2.

A set of elements of \( S \) that do not belong to \( B \), is a subset of \( S \). The power set \( \mathcal{P}(S) \) contains all subsets of \( S \) and therefore specifically \( \overline{B} \). So, Axiom 2 is fulfilled.

Proposition 9. \( \mathcal{P}(S) \) fulfills Axiom 3.

An union of any system of subsets \( S \) is a subset of \( S \). The power set \( \mathcal{P}(S) \) contains all subsets of \( S \) and therefore specifically \( \bigcup_{i=1}^{\infty} B_i \) where \( B_i \in \mathcal{P}(S) \). So, Axiom 3 is fulfilled.

Proposition 10. \( (S, \mathcal{P}(S), Q) \) satisfies Axiom 4.

Axiom 4 applies because:

\[
Q(S) = \int_X \mu_S(x) \, dP = \int_X \sum_{A_i \in S} \mu_{A_i}(x) \, dP = \int_X 1 \, dP = P(X) = 1,
\]

where we used Assumption 3 at first and then Axiom 4 for probability space \( (X, A, P) \) (according to Assumption 4, Subsection 3.1).

Proposition 11. \( (S, \mathcal{P}(S), Q) \) satisfies Axiom 5.

A number \( Q(B) \) exists for every set \( B \). (Lemma 6.) The number \( Q(B) = \int_X \mu_B(x) \, dP \) is non-negative because we integrate a non-negative function (according to Lemma 3.)

So, the space \( (S, \mathcal{P}(S), Q) \) satisfies Axiom 5.

Proposition 12. \( (S, \mathcal{P}(S), Q) \) meets Axiom 6.

Let \( M = \{B_n\} \) be a finite or countable sequence of pairwise disjoint sets from \( \mathcal{P}(S) \). So, each fuzzy set \( A_k \in \bigcup_{B_n \in M} B_n \) is an element of just one floppy set \( B_n \).

Thus, we can write:
\[
Q \left( \bigcup_{B_n \in M} B_n \right) = \int_X \mu_{\bigcup_{B_n \in M} B_n}(x) \, dP = \\
= \int_X \sum_{A_k \in \bigcup B_n} \mu_{A_k}(x) \, dP = \\
= \int_X \sum_{B_n \in M} \left[ \sum_{A_k \in B_n} \mu_{A_k}(x) \right] \, dP = \\
= \int_X \sum_{B_n \in M} \mu_{B_n}(x) \, dP.
\]

We can exchange the sum and the integral because \( \mu_{B_n}(x) \) are non-negative and measurable functions according to Lemmas 3 and 5. (See e.g. [16], p. 106.) Therefore:

\[
Q \left( \bigcup_{B_n \in M} B_n \right) = \sum_{B_n \in M} \int_X \mu_{B_n}(x) \, dP = \sum_{B_n \in M} Q(B_n).
\]

So, we have proved that the space \((S, \mathcal{P}(S), Q)\) satisfies Axiom 6.

7.3 The floppy probability space meets all Kolmogorov’s axioms

Proposition 13. \( \mathcal{C} \) satisfies Axioms 1, 2 and 3.
\( \mathcal{C} \) is a \( \sigma \)-algebra. (Definition 5, Subsection 4.1.)

Proposition 14. \((S \times X, \mathcal{C}, R)\) satisfies Axiom 4.

\[
R(S \times X) = \int_X \mu_{S \times X}(x) \, dP = \int_X \sum_{A_i \in S \mid [A_i, x] \in S \times X} \mu_{A_i}(x) \, dP = \int_X 1 \, dP = 1.
\]
Assumption 3 and then Axiom 4 for probability space \((X, A, P)\) (according to Assumption 4, Subsection 3.1) were used.

Proposition 15. \((S \times X, \mathcal{C}, R)\) satisfies Axiom 5.

We can write:

\[
R(C) = \int_X \mu_C(x) \, dP = \int_X \sum_{A_i \in S \mid [A_i, x] \in C} \mu_{A_i}(x) \, dP.
\]

\( \mu_{A_i}(x) \) is measurable on the set \( \{x \in X : [A_i, x] \in C\} \) (Assumption 5, Subsection 3.1) and non-negative (Assumption 2, Subsection 3.1). Thus, the sum \( \sum_{A_i \in S \mid [A_i, x] \in C} \mu_{A_i}(x) \) is measurable and non-negative. So, the integral \( R(C) = \int_X \sum_{A_i \in S \mid [A_i, x] \in C} \mu_{A_i}(x) \, dP \) exists and is non-negative.
Proposition 16. \((S \times X, \mathcal{C}, R)\) satisfies Axiom 6.

Let \(M = \{C_n\}\) be a finite or countable sequence of pairwise disjoint sets from \(\mathcal{C}\).

Thus, each point \([A_i, x] \in \bigcup_{C_n \in M} C_n\) is an element of just one floppy set \(C_n\).

Therefore, we can write:

\[
R \left( \bigcup_{C_n \in M} C_n \right) = \int_X \mu \left( \bigcup_{C_n \in M} C_n(x) \right) dP = \\
= \int_X \sum_{A_i \in S} \sum_{[A_i, x] \in \bigcup_{C_n \in M} C_n} \mu_{A_i}(x) dP = \\
= \int_X \sum_{C_n \in M} \left[ \sum_{[A_i, x] \in C_n} \mu_{A_i}(x) \right] dP = \\
= \int_X \sum_{C_n \in M} \mu_{C_n}(x) dP.
\]

We can exchange the sum and the integral because \(\mu_{C_n}(x)\) are non-negative and measurable functions.

Therefore:

\[
R \left( \bigcup_{C_n \in M} C_n \right) = \sum_{C_n \in M} \int_X \mu_{C_n}(x) dP = \sum_{C_n \in M} R(C_n).
\]

So, we have proved that the space \((S \times X, \mathcal{C}, R)\) satisfies Axiom 6.
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