
ASSESSMENT OF FACIAL EXPRESSIONS IN
PRODUCT APPRECIATION

M.C. Popa∗, L.J.M. Rothkrantz†, P. Wiggers‡, C. Shan§

Abstract: In the marketing area, new trends are emerging, as customers are not
only interested in the quality of the products or delivered services, but also in a
stimulating shopping experience. Creating and influencing customers’ experiences
has become a valuable differentiation strategy for retailers. Therefore, understand-
ing and assessing the customers’ emotional response in relation to products/services
represents an important asset. The purpose of this paper consists of investigating
whether the customer’s facial expressions shown during product appreciation are
positive or negative and also which types of emotions are related to product ap-
preciation. We collected a database of emotional facial expressions, by presenting
a set of forty product related pictures to a number of test subjects. Next, we anal-
ysed the obtained facial expressions, by extracting both geometric and appearance
features. Furthermore, we modeled them both in an unsupervised and supervised
manner. Clustering techniques proved to be efficient at differentiating between
positive and negative facial expressions in 78% of the cases. Next, we performed
more refined analysis of the different types of emotions, by employing different
classification methods and we achieved 84% accuracy for seven emotional classes
and 95% for the positive vs. negative.
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1. Introduction

Nowadays, retailers are looking for new ways of enhancing their customers’ satis-
faction and differentiating themselves from their competitors, as described in [17].
An important step towards building a reliable and long-term relation with their
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customers regards the analysis of rational and emotional aspects related to pur-
chasing choices and decisions. Understanding customers’ shopping behaviour, their
relation to products, what catches their attention and what remains unobserved
has been of interest for companies since early times [23].

The traditional approach implies using questionnaires or interviews to find out
the customers’ opinion regarding a set of products. This method has some limi-
tations, as it implies a lot of time and lacks the means of distinguishing between
a rational and an emotional answer. Usually people lack the time and energy
to respond to an extensive set of questions which could reveal their impressions.
Besides, when asked explicitly, people often have no stable answers to what they
like and what they don’t like, i.e. people cannot always articulate their preferences
well [3]. By analysing the non-verbal behaviour of customers a lot of cues can be
extracted related to their perception of a product. Body language, gestures, speech
tonality and semantics but most of all facial expressions indicate in what kind of
product/products the customer is interested.

An approach towards assessing customers’ shopping behavior is presented in
[18], using the information obtained from different types of cameras. From the video
recordings, the authors extract features related to the spatio-temporal behavior of
trajectories, the dynamics and the time spent in each region of interest (ROI) in
the shop, and regarding the customer-products interaction patterns. An example
of the type of images acquired with a fish-eye camera, used in our analysis is
displayed in Fig. 1a, the view obtained from a side camera depicting an interaction
pattern of a customer with products is presented in Fig. 1b, while for a more refined
assessment of the customer reaction to products, we need to use another type of
video camera, able to capture the customer’s face as shown in Fig. 1c. In a real-

Fig. 1 (a) Surveillance video camera system in a shop. (b) Example of a customer-
product interaction. (c) Example of a customer appreciating a product.
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life setting, the problem of face detection is challenging, as it needs to cope with
different face orientations, changing illumination conditions, occlusions, and huge
variation of faces in terms of age, gender, face color, and also other characteristics
such as glasses or beards. Still, due to privacy issues, we could not record this type
of information, and we limit our analysis in this paper to a pilot study in which
participants gave their consent to be recorded.

Our main contribution in this work involves detecting if a customer shows pos-
itive or negative facial expressions in appreciating a product. This type of infor-
mation, whether the customer likes or dislikes a product, can be used to compute
statistics about products and exposure to products, and most importantly to assess
if the customers buy the product(s) after positive appreciation. Positive appreci-
ated products should be placed in the foreground, while the products which are
negatively appreciated should be replaced or presented in another way. Another
application of understanding and recognizing customers’ emotions to products sup-
ports the development of intelligent systems which could react according to the
user’s preferences in an on-line shopping context leading to an enriched human-
computer interaction. Therefore, we present in this paper both types of analysis,
a general one, driven by statistical measures and a user-centered one aimed at
identifying the user profile and preferences. The methodology followed to obtain
emotional data consisted of showing a set of forty product images to a number of
twenty-five test subjects. The facial expressions displayed by the subjects while
looking at each product image were recorded and used to build a database. More-
over, another contribution of this paper refers to the database acquisition, collecting
relevant product images and using an experimental set-up which enabled sponta-
neous reactions, as participants were not instructed about how they should react.
In this paper the techniques used for measuring product related emotions are out-
lined. We are following two approaches. The first one is an unsupervised one, which
aims at discovering if the clusters obtained using different methods are meaningful
and group together similar emotions. The second approach exploits the labelled
data in a supervised manner and looks for the best feature descriptors and classi-
fication method. Consequently, a third contribution of this work encompasses the
identification of the types of emotions displayed during product appreciation. Fur-
thermore, an investigation of the best methodology for facial expressions analysis
in terms of feature extraction methods and classification algorithms is performed.

The outline of the paper is as follows. In Section 2, the related work is presented.
Next, in Section 3, we describe the database acquisition process. The approach
followed to develop a facial expression analysis system is discussed in details in
Section 4. Experimental results are presented in Section 5 and the paper ends with
conclusions and directions for future work.

2. Related work

The human face represents one of the most important non-verbal means of com-
munication, as it can reveal information about the emotional state of a person.
Facial analysis has been of interest for cognitive sciences, as psychology and neu-
roscience, but also for computer scientists and engineers who study the face from
the viewpoint of graphics, animation, computer vision, and pattern recognition.
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As the focus of this paper regards facial expression analysis we present the main
advances in this field. Many studies are focused on recognizing the six basic emo-
tions (anger, disgust, fear, happiness, sadness, and surprise) defined in [8], but
real-life situations showed that during human-human communication many more
facial expressions can be observed, depicting pure or blended emotional states.

The palette of approaches varies not only in the selection of emotion triggering
stimuli and the choice of emotional facial expressions database, but also in the
feature extraction techniques and in the classification methods. There are several
emotional databases available, such as Cohn-Kanade Facial Expressions Database,
or the MMI database [15], but also 3D facial expressions databases such as BU-
3DFE or UMP-3DFE [9]. Still, they are limited to the six basic emotions, which
are less common in the product appreciation domain where the interest resides in
distinguishing between positive and negative emotions. There is a focus on the six
basic emotions because they are assumed to be universal. In product appreciation
customers can express their emotional state in many ways, but still we assume
positive/negative facial expressions are universal. Regarding the representation
model of emotions there are two main streams: discrete emotion states and dimen-
sional continuous emotion space. The well-known valence and arousal continuous
emotional model [19] seems more appropriate for assessing customers’ appreciation
as it enables facial expressions ranking based on the pleasantness (valence) of the
stimuli on one axis and the activation (arousal) on the other one. Approaches
towards analysing user relation with products were made by [13]. They use gaze
estimation to discover which type of products draw customers’ attention. A deeper
understanding of the emotions elicited by products was done by [6] who proposes
21 product emotional classes. This study is very useful for designers as it shows
which product features influence the user’s emotional state. We used a selection
of the emotional classes proposed by them to label facial expressions in our study.
Facial expressions analysis proved to be useful also in other fields, for inferring
player experiences automatically as presented by [21], for assisting the emotional
development of children with autism spectrum disorders, at identifying generalized
patterns of pain or for deception detection [14]. Concerning visual information rep-
resentation used to distinguish facial movements we can observe two main streams:
local and holistic approaches. The local methods analyse only a set of points or
special regions of the face. One technique efficient at detecting facial landmarks,
besides extracting, aligning, and scaling faces from images is the Active Appear-
ance Model (AAM) [4]. Another local feature extraction technique is represented
by Facial Animation Parameters (FAPs) extraction [16]. Several facial emotion
recognition systems have employed the use of geometrical features, which measure
the displacement of special points on the face between the initial and the current
frame or applied to 3D data by [12]. Holistic methods process the whole face and
from the widely used ones we can mention optical flow estimation [24]. A number
of studies applied Gabor wavelet analysis, Principal Component Analysis (PCA),
and also small-scale appearance features using Local Binary Patterns (LBP) [20].

Even though the amount of research on emotion recognition using facial expres-
sion analysis is impressive, most of the studies focus on the six basic emotions due
to the universality of the emotions or the availability of labelled databases. Still,
our current interest is driven towards investigating emotions elicited by products
and we present in the next section our proposed methodology.
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3. Data description

Our objective consisted of investigating which emotions are induced by products
and how to recognize them from facial expressions. The methodology followed in
our study had several steps and had to satisfy several constraints. We wanted
to elicit spontaneous emotions and in the same time to be able to record them.
A simple, yet efficient solution was to use a set of product pictures displayed on
a laptop equipped with an integrated web cam. The experimental setup is de-
picted in Fig. 2a. The test subjects were asked to express their opinion regarding
a set of product images. Afterwards, they were asked to rate their appreciation on
two five-points scales, representing the valence and arousal SAM (Self-Assessment
Manikin [2]). An example of the developed graphical interface used in the exper-
iments is provided in Fig. 2b. The experiment was done in two phases. First,
subjects were shown the product pictures and their reaction was recorded. In a
second step, we asked them to rate the products in terms of pleasure (from dis-
liking a product to really liking it) and arousal (from indifference to excitement).
Deciding which set of product pictures to use, represented another research ques-
tion. The International Affective Picture System (IAPS) [11] contains a set of
pictures well distributed over the valence and arousal dimensions and has been
used in studies about inducing emotions, but it was not a suitable alternative for
our experiment, as we needed product related pictures. Therefore, we used several
sources (e.g. marketing magazines and companies websites) to gather an appro-
priate set of product pictures which could span a wide range of emotions, while
examples of the pictures used in the experiment are shown in Fig. 3.

The final image set contained forty product pictures, from several categories
(e.g. cars, bicycles, mobile phones, clothes, shoes, bags, jewellery, watches, beds,
and food) of interest for both men and women. Participants in the experiment were
25 individuals (20–60 years old, 10 women and 15 men) having a computer science
background. The session duration was about 20–25 minutes/test. We analyzed
the subjects’ appreciation scores and obtained a correlation of 0.52 on the valence
self-report scores (negative, neutral, and positive) and of 0.38 for the arousal scores
(calm, neutral, and aroused). A reason why the valence confidence was higher than
the arousal one was due to the subjects’ difficulty to rate their arousal level.

Fig. 2 (a) Experimental setup. (b) Graphical Interface used in the experiments.
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Fig. 3 Selection of product images.

If the pleasantness of a product seemed intuitive for all participants, the scoring
of their arousal was less natural and more time consuming for most of them. The
products for which most of the test subjects gave a similar score were represented
in the valence and arousal space (see Fig. 4), in order to provide a view of their
overall appreciation. A representation of the distribution across all subjects of the
given product scores on the valence and arousal scales is presented in Fig. 5. The

Fig. 4 Representation of product appreciation in the valence and arousal space.
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Fig. 5 Subjects distribution in the Russel space based on the products scores.

coordinates for each subject si(V,A) are computed using a weighted average (high
scores receive a higher weight) of the provided scores for each product:

si(V,A) =

n∑
j=1

wj ∗ pj(V,A),where

n∑
j=1

wj = 1. (1)

The presence of each subject in one of the four quadrants can be regarded as an
indication of the general reaction of each of them. Accordingly, the subjects which
were positively reacting to most of the products are represented in the (positive-
aroused) quadrant, while the ones which were indifferent and did not like the set of
products in most of the cases, can be found in the (negative-indifferent) quadrant.

Apart from studying the self-report correlations, we also investigated the types
of facial expressions displayed by the participants. In order to select the most mean-
ingful expression for each product and for each participant we used the following
procedure. We manually labelled the fiducial points which will be introduced in
Section for the first image of the set of facial images corresponding to each product.
Next we used the AAM to track the landmark points in the rest of the images. We
computed the distance between the first neutral image and the remaining set of
images and selected the image with the highest distance.

This method was employed for automatically selecting the apex facial expression
for each product. The cases when this approach failed were due to errors introduced
in the tracking process, but also due to different head poses or occlusions by the
subject’s hand. After correcting all the mentioned errors, we obtained an image
set of 1000 pictures, which was labelled in several categories. We need to mention
that only expressive frontal facial images were selected for a further analysis. The
agreement between two annotators on positive vs. negative facial expressions was
very high, reaching a value of 0.89. A more refined sub-division into seven emotional
classes (admiration, like, dislike, disagreement, happiness, disgust, and neutral)
obtained a lower correlation of 0.78, mainly due to the different labels assigned to
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the dislike and disagreement classes. An example of the displayed facial expression
by the participants is depicted in Fig. 6. Next, we present the methodology used
to analyse product related facial expressions.

Fig. 6 Facial expressions elicited by products, (from left to right: admiration, like,
happiness, dislike, and disagreement).

4. Recognition algorithms and methods

This section describes the algorithms and methods used for the recognition of
the different product related emotions. The system flow of activities is presented
in Fig. 7. The system receives as input video sequences containing individuals’
reaction to different product images. The pre-processing step is represented by
the detection of the facial region. We adopted a commonly used face detection
method, introduced in [22], based on Haar-wavelet features and a cascade of weak
classifiers trained by Adaboost. Next, for each video frame in which a facial region
was detected, we apply the next step consisting of feature extraction. Finally, the
different feature sets are fed to either an unsupervised or a supervised learning
module.

Fig. 7 Flow of activities of a facial expression recognition system.
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4.1 Feature extraction

In the facial feature extraction step, a set of characteristics are derived from the
original face images which are useful at representing the salient facial information.
In this study we used three representations which are presented next.

4.1.1 Image features

As a first representation we used the raw gray-scale images of the facial region.
Initially, all images have to be rescaled to the same dimensions to compensate
for possible differences in scale changes. Next we constructed a feature vector
by concatenating the image pixels. To reduce the data dimensionality we used
Principal Component Analysis (PCA), by projecting the initial feature points to
different principal components. This representation was initially chosen due its
simplicity, as no further processing is required. In case a more refined analysis
around the important facial landmarks is needed, new types of feature sets have to
be computed.

4.1.2 Geometric features

The second chosen representation deals with the shape and location of the facial
landmarks (e.g. mouth, eyes, eyebrows, nose, and chin). Different facial expressions
correspond to different shape deformations of the facial landmarks. The location
of the fiducial points was chosen according to the facial model proposed by [10]
and is shown in Fig. 8a.

Fig. 8 (a) Facial model depicting the position of the chosen fiducial points. (b)
Example of points position on a test subject face. (c) HOG feature extraction.

An alternative is to use the fiducial point coordinates as features in the classifi-
cation process, but this representation achieves poor performance, as it is not able
to capture the variations between different individuals. For increasing the discrim-
inative ability of the feature set, we compute geometric features, which may be
represented by segments, perimeters, or areas of the figures formed by the fiducial
points. In the current approach, we computed relative Euclidean distances between
fiducial points, after applying a normalization step. The considered distance set is
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illustrated in Table I. Finally all distances are concatenated and form the geometric
feature set: fG = (D1, D2, ..., D16), formed of 16 values.

Nr. Meaning Definition Nr. Meaning Definition

D1 Mouth width ||x18 − x19|| D9 Left eye height ||x7 − x8||
D2 Mouth height ||x20 − x21|| D10 Right eye height ||x11 − x12||
D3 Chin to mouth distance ||x22 − x21|| D11 Outer left eyebrow distance

to eye
||x1 − x6||

D4 Chin to nose distance ||x22 − x15|| D12 Inner left eyebrow distance
to eye

||x2 − x9||

D5 Left eyebrow width ||x1 − x2|| D13 Outer right eyebrow dis-
tance to eye

||x4 − x13||

D6 Right eyebrow width ||x3 − x4|| D14 Inner right eyebrow dis-
tance to eye

||x3 − x10||

D7 Left eye width ||x6 − x9|| D15 Nose distance to left eye ||x9 − x15||
D8 Right eye width ||x10 − x13|| D16 Nose distance to right eye ||x10 − x15||

Tab. I Definitions of Geometric features.

4.1.3 Appearance features

A complementary set of features usually employed for facial expression recognition
is represented by appearance features. Between their characteristics, we mention
robustness to head pose, illumination changes, and also to inter-subject variability
such as facial structure or skin tone. From the existing alternatives (e.g. LBP,
SIFT, SURF) we chose Histograms of Oriented Gradients (HOG) [5], as they proved
to be successful in the object recognition field. The difference from the usually
employed method in object recognition, is that instead of detecting salient points
using the SIFT descriptor, in our case the points of interest were introduced in
Section 4.1.2 as the mouth corners, eyes corners, eyebrows corners and nose corners.
Next, in each region, an 8-bin normalized histogram of HOG is constructed. Finally,
the values corresponding to each region are merged into the appearance feature
vector as shown in Fig. 8c, resulting into a 152 dimensional feature vector (8×19
points of interest).

4.1.4 Fused feature vector

For exploiting the complementarity of the proposed feature types, we also em-
ployed a fused feature vector, composed of geometric and appearance features.
First the two types of features were normalized and then the fused feature vector
was obtained by concatenating them, resulting into a 168 dimensional vector. As
the proportion of the appearance features (90%) was much higher than the one of
geometric features (10%), we projected the appearance features into a lower dimen-
sional space using PCA. The number of components which accounted for 95% of
the total variation was 20, resulting into a new appearance feature vector composed
of 20 features and a new fused feature vector composed of 36 features. In this way
the contribution of both types of features to the fused feature vector was similar.
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4.2 Learning methods

Given the wide range of available classification approaches, we aim at finding the
best model in terms of learning from instances (a set of examples in the training set)
and also generalization to new instances. The choice of which specific algorithm to
use is highly dependent on the dataset at hand, being a critical step. Classification
techniques can be divided into two groups, namely supervised and unsupervised.

4.2.1 Unsupervised methods

In the case of unsupervised methods, the data analysis has an exploratory purpose
and aims at finding the general characteristics or structure of the data, in absence
of the data labels. Cluster analysis is applied in many disciplines, such as image
segmentation, bioinformatics, information retrieval, or market segmentation. From
the clustering algorithms used in pattern recognition, we mention just a few: mean-
shift algorithm, pairwise clustering, fuzzy-clustering, path-based clustering, and
spectral clustering. The k-means and EM-clustering methods are probably the
best known algorithms in this field.

In the case, when data samples can be represented using a mixture of Gaussian
distributions, the Expectation Maximization (EM) clustering algorithm introduced
in [1] represents a valid alternative. The prior probability for each Gaussian is the
fraction of points in the cluster defined by that Gaussian. These parameters can be
initialized by randomly selecting means of the Gaussians, or by using the output
of the k-means algorithm for initial centres. All clustering algorithms try to satisfy
two constraints: the distances between all data objects belonging to the same
cluster are as small as possible, while the distances between different clusters are
as large as possible. Next, we introduce the supervised classification techniques
considered in our study.

4.2.2 Supervised methods

A wide range of supervised learning algorithms are available, each with its strengths
and weaknesses. There is no single learning algorithm that works best on all super-
vised learning problems. Therefore, we consider several methods which proved their
efficiency at facial expression recognition. A possible separation of the supervised
methods can be in spatial methods (e.g. Support Vector Machines (SVM), Fisher,
or k-Nearest Neighbour (k-NN)) and spatio-temporal ones (e.g. Hidden Markov
Models (HMMs) or Conditional Random Fields (CRF)) as presented in [7]. The
decision of which specific learning algorithm we should use is a critical step and
is mainly driven by the properties of the input data. As we aim at recognizing
the facial expression from a single image, the methods from the spatial group will
be considered for a detailed investigation. In the following section we present the
experimental results obtained on the recorded database.

5. Experimental results

For the analysis of the facial expressions elicited by products, we investigated two
different approaches. First, we present our findings using clustering techniques,
followed by the description of the classification results.
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5.1 Clustering approach

The purpose of applying clustering techniques was to investigate if any structure
can be found in the input data. We analysed first the feature sets, proposed
in Section 4.1 and the best result was obtained for the fused feature vector of
geometric and appearance features, as they contain complementary information.
As performance measure, we compared the obtained clusters with the annotated
ground truth data. Our main research question was if we can distinguish between
positive and negative facial expressions. Therefore, the chosen number of clusters
k, was initially 2. The results obtained for the different clustering methods are
presented in Table II. For separating the data into training and testing sets we
used 10-fold cross validation and the average results over all folds are reported in
the table below together with their standard deviation.

Clustering algorithm Accuracy Exp. 1 [%] Accuracy Exp. 2 [%] Student’s t-test

k-means 78 ± 2.7 84 ± 2.2 p = 0.0∗ < 0.05
EM-clustering 78 ± 2.5 85 ± 2.1 p = 0.0∗ < 0.05
hierarchical clustering 47 ± 0.6 48 ± 0.5 p = 0.65 > 0.05

Tab. II Clustering results and the associated Student’s t-test.

Inspecting the results of the different clustering algorithms (k-means and EM-
clustering) revealed an interesting finding. The unsupervised method was able to
group together facial expressions of like and happiness in one cluster (93%) and of
dislike and disagreement in the other one (91%). Still, samples corresponding to
admiration (which is considered a positive emotion) were assigned to the negative
cluster in 36% of the cases and some samples from the disgust emotional class were
assigned to the positive cluster (30%).

Even though initially this result seems incorrect, the confusion done by the
clustering algorithm can be explained by the similarity between different emotional
classes around certain fiducial points. For the samples existing in our database,
on one hand, both happiness and disgust are characterized by an open mouth,
while the most important difference can be noticed around the eyes and eyebrows
region; on the other hand, both examples from the dislike and admiration classes
are characterized by a similar mouth shape.

Based on the findings of the first experiment, we applied the proposed clustering
algorithms to a reduced set of data samples. In the second experiment we used
only the samples corresponding to the (like, happiness, dislike, and disagreement)
emotional classes resulting in a reduced dataset of 716 images. The obtained results
(see Table II, Exp. 2) improved by 7%, showing that our assumption regarding the
confusing emotional classes was correct.

In order to investigate whether the two sets of data were statistically different,
we computed the Student’s t-test between accuracy Exp. 1 and accuracy Exp. 2
for all the results in Tab. II. We obtained the test decision which rejects the null
hypothesis at the 5% significance level for the first two clustering methods (k-
means and EM-clustering), meaning that the sets of data samples corresponding
to the two experiments were statistically significant different to means, while for
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the hierarchical clustering method the null hypothesis was accepted with a p-value
of 0.65, result explained as this method fails to separate the data into two clusters
and mainly assigns all the samples to only one cluster.

Next, we also investigated different number of clusters, but the results were
not as meaningful as in the first two experiments, leading to overlapping between
different emotional classes. We also performed the clustering analysis, using a
person-dependant approach. In this case, the results were better, leading to a
clear separation between different emotional classes. The applicability of the unsu-
pervised learning methods proved to be successful for the discrimination between
positive and negative facial expressions, representing a good starting point. For
the cases when additional information is needed regarding particular emotional
classes, supervised methods are more appropriate to be used as they can exploit
the labelled information.

5.2 Classification approach

The selection of the feature set used to describe the facial information and the
chosen classification method represent two important decisions, which influence
directly the success rate of the facial expression recognition system.

Regarding the validation of the results, we adopted the same testing approach
(10-fold cross validation) for each experiment. Firstly, we investigated the dis-
criminative power of the feature sets introduced in Section 4.1. The comparative
accuracy results with their standard deviation are presented in Tab. III for the set
of chosen classification methods applied to the recognition of positive and negative
facial expressions.

Image Geometric Appearance Geometric
Classifier features features features Appearance

[%] [%] [%] features [%]

Parzen 71 ± 1.6 91 ± 2.1 92 ± 1.4 94 ± 1.8
Fisher 91 ± 1.8 87 ± 2.2 93.5 ± 2.3 95 ± 2.1
k-NN (k=2) 88 ± 0.9 91 ± 1.8 93 ± 1.7 95 ± 1.5
LDC 57 ± 1.5 87 ± 1.7 93 ± 1.6 95 ± 2.2
SVM (rbf kernel) 91 ± 1.8 85 ± 2.1 94 ± 0.9 95 ± 1.6
Adaboost 92 ± 1.9 90 ± 1.8 92 ± 2.4 91 ± 2.3

Tab. III Comparative accuracy results for positive vs. negative facial expression
recognition.

The fusion of geometric and appearance features leads to the best recognition
rate of 95%, as their properties are complementary and encapsulate maximum of
facial information. Regarding the best performing classifiers, Fisher, KNN, LDC
and SVM achieve the best accuracy, while the error analysis highlighted a similar
conclusion as the one reached in the previous section, namely that a fraction of the
admiration and disgust samples are assigned to the wrong emotional class.

A possible solution to overcome this limitation would be to increase the num-
ber of samples corresponding to the two classes, given that they are not so well
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represented in the training set. The number of samples corresponding to each emo-
tional class is given in Fig. 9a. The receiver operating characteristic (ROC) curves
associated with each classifier are depicted in Fig. 10a, showing the true positive
rate against the false positive rate at different thresholds and highlighting that all
selected classification methods have a similar performance, except Adaboost, which
is hindered by the limited size of the dataset.

Emotional Class 
Nr. of 

Samples 
A  L H N DL DA DS 

Admiration (A) 86   A 77%   4% 6% 10%   3% 

Like (L) 178   L 2% 89% 9%         

Happiness (H) 216   H 5% 8% 87%         

Neutral (N) 114   N       78% 12% 4% 6% 

Dislike (DL) 150   DL   2%     94% 4%   

Disagreement (DA) 172   DA       4% 7% 79% 10% 

Disgust (DS) 84   DS     4% 5%   7% 84% 

a) b) 

 

   

Fig. 9 (a) Number of data samples corresponding to each emotional class. (b)
Confusion matrix for the seven emotional classes.
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Fig. 10 (a) ROC curves for classifying positive vs. negative facial expressions. (b)
ROC curves for classifying the seven emotional classes.

Another experiment aimed at refining the analysis of the facial expressions
recognition problem to a discrete number of emotional classes. We employ the same
feature sets and classification methods, while the achieved results are presented in
Table IV.
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Image Geometric Appearance Geometric
Classifier features features features Appearance

[%] [%] [%] features [%]

Parzen 67 ± 2.6 80 ± 2.1 82 ± 1.8 84 ± 1.6
Fisher 74 ± 1.8 62 ± 2.2 77 ± 2.1 81 ± 3.2
k-NN (k=2) 69 ± 1.8 80 ± 1.6 82.5 ± 1.4 84 ± 1.8
LDC 78 ± 3.1 67 ± 3.4 80 ± 2.8 82 ± 2.2
SVM (rbf kernel) 74 ± 1.9 68 ± 2.6 79 ± 2.2 82 ± 1.8
Adaboost 70 ± 2.4 76 ± 2.2 78 ± 2.1 81 ± 1.9

Tab. IV Comparative results for seven emotional classes.

The best results were obtained for the fused feature vector and the k-NN and
Parzen classifiers. The ROC curves associated with the set of employed classifiers
are depicted in Fig. 10b. For a better understanding of the overall results, for
each particular emotional class, we provide the associated confusion matrix for all
folds in Fig. 9b. It is interesting to notice that the confused emotional classes are
usually inside the same group (positive or negative) and less between groups, which
is a helpful information, if we are only interested in the positive vs. negative facial
expression classification problem. Another observation obtained from the confusion
matrix shows that the same emotional classes which had a lower agreement between
the annotators are also difficult to be discriminated by the classifier (e.g. dislike and
disagreement). A possible solutions to this problem was already mentioned, such as
enlarging the database size. Furthermore, in both experiments, the k-NN classifier
achieved the best performance, in spite of its simplicity, observation which can
be explained as it operates in a low dimensional space, where the distance metric
principle was useful at discriminating between different emotional labels. On the
other hand, the properties of more complex classifiers, such as SVM will be better
exploited in case of a higher dimensional space and a much larger training set.
However, we are satisfied with the result achieved so far, which could enable the
development of better solutions for on-line shopping, as the customers could benefit
by means of the proposed system of better tailored applications around their needs
and preferences.

6. Conclusions and future work

We presented in this paper an approach towards understanding customers’ appre-
ciation of products using facial expression analysis. As no database suitable for
our purpose was available, we recorded a database of 25 test subjects’ reaction to
forty product images. We defined by experiments a set of product images which
elicited a broad range of emotions in the valence and arousal space. We analysed
the obtained facial expressions using different feature sets (image features, geomet-
ric features, and appearance features). Furthermore, we investigated the use of
unsupervised and supervised learning methods. By applying clustering techniques
we were able to find a separation between positive and negative facial expressions.
A more detailed analysis of the displayed facial expressions was obtained by em-
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ploying different classification techniques. The best performance of 84% for seven
emotional classes (e.g. admiration, like, happiness, dislike, disagreement, disgust,
and neutral) was obtained using a fused feature vector of geometric and appearance
features and a k-NN or a Parzen classifier. The discrimination between positive
and negative facial expressions was successful (95%), proving that it is possible to
assess whether customers like or dislike the product. As future work, we plan to
test our system on real life data of shopping people interacting with products and
to increase the system accuracy by fusing multiple modalities and by taking into
account context information.
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