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Abstract: Associative memory (AM) is a very important part of the theory of
neural networks. Although the Hebbian learning rule is always used to model the
associative memory, it easily leads to spurious state because of the linear outer prod-
uct method. In this work, nonlinear function constitution and dynamic synapses,
against a spurious state for associative memory neural network are proposed. The
model of the dynamic connection weight and the updating scheme of the states of
neurons are presented. Nonlinear function constitution improves the conventional
Hebbian learning rule to be a nonlinear outer product method. The simulation
results show that both nonlinear function constitution and dynamic synapses can
effectively enlarge the attractive basin. Comparing to the existing memory mod-
els, associative memory of neural network with nonlinear function constitution can
both enlarge the attractive basin and increase the storage capacity. Owing to dy-
namic synapses, the attractive basin of the stored patterns is further enlarged, at
the same time the attractive basin of the spurious state is diminished. But the
storage capacity is decreased by using the dynamic synapses.
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1. Introduction

The associative information processing, for instance the associative memory, plays
an important role in many functions of brain [4, 18, 26]. And it can be used for
some application problems, such as image processing [4, 22], data clustering [11],
regression analysis [5], and control systems [27, 35]. The Hopfield networks are
often used to carry out the AM. The Hopfield networks have stable steady states
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