Abstract: Profitability of Turkish banking sector gained importance after national and international financial crisis happened in the last decade, which revealed the need to make a research on profitability and the factors determining profitability. In recent years, new techniques of soft computing (SC) like genetic algorithms (GAs), fuzzy logic (FL) and especially artificial neural networks (ANNs) have been applied into the financial domain to solve the domain issues because of their successful applications in nonlinear multivariate situations. An adaptive system was needed due to the fact that insufficient use of application software programs for SC and the fact that single software is only applicable for specific model. Furthermore, even though ANNs have been applied to many areas; little attention has been paid to estimation of bank profitability with ANNs. This article is intended to analyze and estimate the profitability of deposit banks in Turkey with an adaptive software model of ANNs which have not been previously applied for this context, comprehensively. The results from the software model, which processes the factors affecting profitability, indicate that all of the variables used have significant impacts in varying proportions on profitability and that obtained estimations achieved the targeted and acceptable performance of success. This software model is expected to provide easiness on estimating bank profitability, since giving successful estimations and not being affected by user differences. Additionally, it is aimed to construct a software model for being used in different fields of study and financial domain.
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1. Introduction

Profitability is one of the most important objectives of a commercial enterprise so that an enterprise aims to earn profit during the performance of their activities. Just like other commercial enterprises, banks operate to earn profit. The banking sector, however, has certain distinctive characteristics contributing a lot to economy [44]. Since any instability occurring in the banking sector may result in financial instability and economic crisis throughout all other industries, the banking sector has a great importance for the economy [53]. Banks face risks while performing their activities [15]. In consideration of such risks, a bank earns income. The profit/loss ratio or efficiency of the bank is determined by this income. Measuring profitability, banks estimate the situation and decide whether profitability is sufficient. Based on this decision, they develop long or short term strategies for the future, making a detailed plan [44]. In the Turkish banking sector, profitability gained importance especially after the national and global crises experienced in the 2000s. In spite of the global financial crisis that shook the world in 2008, banks in Turkey have continued to declare high rates of profitability and thus, attracted attention of domestic and foreign investors. Depending on these reasons, the researchers have initiated further analyses on profitability and the determinants of profitability in the Turkish banking sector.

Bank profitability is typically defined in the literature by the return on assets (ROA), return on equity (ROE) and net interest margin (NIM) [9]. However, ROA and ROE have been used in many empirical studies as the profitability measures. In addition to this, the academic literature as well as central banks and audit authorities referred to these two dimensions for measuring profitability which motivated the use of ROA and ROE as the dependent variables in this study [9, 24, 30, 37, 49, 50]. ROA is the general measurement of bank profitability which indicates the capability of a bank to earn income from the yielding sources of funds to produce profitability. It shows the profit of banks over their total assets. ROE is the ratio of net profit to equity. Although these two criteria reflect the same reality in profitability measurement, they are considered to be better when used together due to their relative superiorities and disadvantages. NIM, as described in the following sections, is a factor affecting these two criteria.

The independent variables used in the measurement of bank profitability are in general categorized into internal and external independent variables [30]. The internal independent variables are factors peculiar to banks and are identified by their management decisions and policy targets. The external independent variables are such factors peculiar to sector and macroeconomics. These variables are listed in the Subsection 4.2.

The experts — especially economists — involving in studies for the calculation of bank profitability make use of various models. Statistical techniques including Logistic Regression Analysis, Full Logarithmic Regression, Multiple Discriminant Analysis and Multi-Regression Analysis are generally used for such analyses. These techniques enable us to estimate bank profitability using financial rates. However, since multivariate statistical techniques require certain assumptions (normal distribution, sample independence), such estimations fail to consistently reflect the truth [42]. This indicates that more consistent techniques and models need to be used for the estimations.
It is possible to produce systems which make decisions like experts with the help of information technology. In recent years, rapid progress of information technology introduced new techniques for financial domain. Soft Computing (SC) techniques such as artificial neural networks (ANN), genetic algorithms (GAs) and fuzzy logic (FL) are among such developed techniques. The use of SC techniques in nonlinear multivariate analysis is deemed useful in financial modeling [40, 54, 59].

ANN is one of the most popular SC techniques used in financial engineering [5, 19, 42, 56]. ANNs are considered to be tools with great capacity to generalize and thus predict [5, 28]. While solving problems, ANNs have an adaptive nature based on learning with examples instead of the traditional programming methods. ANNs have fast and consistent computational models which facilitate better generalization, learning and estimation compared to other prediction models [19, 28, 42] like Logistic Regression Analysis and Multi-Regression Analysis. The most significant benefit of ANNs for the finance and banking sector is their capabilities to learn and estimate from the data it obtains using discretionary estimation functions. These qualifications, proven in many other applications, enable the ANNs to be used to determine and solve problems in the banking and financial sectors [21, 27, 28]. ANNs have often been used for bankruptcy prediction [20, 39, 41, 56, 58] and for assessment of banks with a probability of low performance. Some studies concluded that ANN is an efficient tool for modeling interrelationships among productivity, price recovery and profitability. Additionally, ANN approach can be applied in predicting performance measures of firms [10, 19]. Dunis and Jalilov [27] used the neural network regression to construct financial forecasting models and financial trading models for international stock markets, one of numerous studies concerning stock price prediction with ANNs. In addition, Tsai and Wu [55] discovered that in predicting financial ratios and bankruptcy, ANNs are more effective than traditional methods like Logistic Regression Analysis, Full Logarithmic Regression, Multiple Discriminant Analysis and Multi-Regression Analysis [42].

In light of the foregoing explanations, this article aims to use ANN for estimating the profitability of the deposit banks in Turkey by means of a new intelligent software model. ANN is preferred especially because it doesn’t require any pre-assumption and mathematical equation. Considering the literature and the experts’ opinions and in view of the data from 24 deposit banks operating in Turkey (private, public, foreign capitalized) for the 4 quarter periods between January 2013 and December 2013 and the banking sector and macroeconomic data for the same periods; the aim of this study is to estimate bank profitability by means of a new software model of ANN being developed which processes most useful internal and external (sector-specific and macroeconomic) variables.

The dataset used in this study was obtained from the web sites of the Central Bank of the Republic of Turkey (CBRT), the Banks Association of Turkey (BAT), the Turkish Statistical Institute (TSI), the State Planning Organization (SPO) and the data sharing system of the International Monetary Fund (IMF).

This software model is supposed to provide banks and researchers with the opportunity to estimate profitability. This study discusses the relationships between various internal and external variables and bank profitability. This study also considers SC techniques and describes the structure and models of ANN. The dataset
is defined, and it is explained how the data is obtained and prepared. Then, the
definition and design of the intelligent software model are described. Studies of
trial and error performed during and after the production process of the model are
analyzed, and the results are discussed.

2. Literature

There are many national and international studies focusing on the factors affecting
the profitability of banks. Research on the interest margin and profitability of
banks is in general concentrated on a certain country or the group of countries.
The results of the studies on the profitability of banks operating in Turkey and
other countries throughout the world vary depending on the level of changes in the
contemporary environment and the data used in the analyses. Notwithstanding,
there are still many common independent variables in such studies used to define
profitability [15].

There are several studies related with the impact of the above mentioned internal
and external variables on the profitability of the Turkish banking sector. This
section first mentions the recent studies and results related with bank profitability
and factors affecting profitability of banks thereof and then applications of ANN
into banking and financial domain.

Saeed [49] selected 73 UK commercial banks for the period from 2006 to 2012. The
regression and correlation analyses were performed on the data and the results showed that interest rate, loan, deposits, liquidity, bank size, and capital
to ratio have positive impact on ROA and ROE while inflation rate and GDP have
egative impact. Trujillo-Ponce [54] analyzed the empirical factors determining
the profitability of Spanish banks for the period from 1999 to 2009. They demonstrated the impact of the larger share of loans in the total assets, of the higher rate
of individual deposits, of the better efficiency and lower credit risk on higher bank
profitability during those years. In addition, they found that higher capital rates
have a positive effect on ROA. Further, their analysis showed that there is a positive
relation between macroeconomic factors such as sectoral concentration, economic
development level and inflation, and profitability. Kanas, Vasiliou and Eriotis [37]
aimed to explain the linear and nonlinear determinants of bank profitability in
the USA by using a semi-parametric empirical model. According to that study,
profitability is affected by non-parametric cyclical movements, credit risk, credit
portfolio structure, inflation expectations and short term interest rates. Alper and
Anbar [4] examined bank specific and macroeconomic determinants with a strong
influence on profitability in Turkey during the period from 2002 to 2010. They used
a balanced panel dataset, and revealed that real interest rate, non-interest revenues
and asset size have a significant positive effect on profitability, while credit portfolio
size and non-performing loans have a significant negative effect on profitability.
Dietrich and Wanzenried [26] aimed to find the reasons for the differences among
453 commercial banks operating in Switzerland with respect to profitability during
the period from 1999 to 2008. With the aim of understanding the effect of the
global financial crisis in 2008, this period was divided into two categories: pre-
specific characteristics, sectoral and macroeconomic factors were used. Albertazzia
and Gambacorta [3] used several variables such as net interest income, non-interest income, operational expense, provisions and profit before taxes to estimate the macroeconomic and financial factors affecting the profitability of banks in leading developed countries after the financial shocks. They concluded that flexible cost structure has an effect of some degree on the higher bank profitability in the USA and UK. Aysan, Günü and Abbasoğlu [14] researched the level of the competition and concentration in the market by applying the data from the detailed balance sheets of banks in Turkey for the period from 2001 to 2005 using thePanzar-Rosse approach. They analyzed the relation between efficiency and profitability by using the random effect regression model together with a panel dataset based on 135 observations. Their results revealed that there is no strong relation between profitability and efficiency. In their study performed on the data from the Southeastern European Countries for the period from 1988 to 2002, Athanasoglou, Brissimis and Delis [12] identified some variables peculiar to banks, the financial system structure and macroeconomics as the explanatory variables of profitability. They revealed that profitability is affected positively by the ratio of loans to assets, by the ratio of equity to total assets, by sectoral concentration and by inflation, negatively by operational expenses and by average loan losses.

ANNs are widely applied to the scope of financial estimation [5, 21, 28, 35]. Although there are studies conducted in the literature on bank profitability estimation and determinants of bank profitability, there is not any study on bank profitability estimation with ANNs. ANNs have often been used to estimate bankruptcy of banks or identify banks with a probability of low performance. This situation has provided the motivation for this work. For example, Boyacoglu, et al. [16] carried out a study using ANN to predict the risk of bankruptcy of banks operating in Turkey. Their Multi-Layer Perceptron (MLP) structure correctly classified 100% of the banks in the training data set, and 95.5% of the banks in the validation set. Yıldız and Akkoç [60] used neuro fuzzy for predicting bankruptcies of banks whose financial structures had deteriorated for several reasons, and were transferred to the Savings Deposit Insurance Fund in 2000–2001 crisis years. According to the results, the fuzzy neural network model correctly classified 100% of the banks in the training data set, and 81.25% of the banks in the validation set. In a study carried out by Altunöz [7], the bankruptcy estimation of 36 Turkish banks was calculated with ANN model. He concluded that ANN correctly classified 88% of the bankrupt banks. Additionally, he observed that the power of the ANN model in predicting financial failure gives a high probability for both 1 and 2 years before financial failure as found by Tsai and Wu [55]. Ravi, et al. [47] proposed a multi-layered feed forward neural network trained with back propagation (MLFF-BP) model implemented using NeuroShell packaged software for bankruptcy prediction. They identified the failing banks with 78.25% overall accuracy. Anyaechech and Ighravwe [10] concluded that ANN is an outstanding tool for modeling interrelationships among productivity, price recovery and profitability. Additionally, they proposed that this approach can be applied in predicting performance measures of firms. Chakraborty and Sharma [19] checked out the classification capability of radial basis function networks, MLPs with and without principal component analysis (PCA), self-organizing feature maps with MLP and support vector machine (SVM) neural architecture for prediction of the financial health of firms and stated
that ANNs are perhaps the most significant forecasting tool to be applied to the financial markets.

Several studies that investigated the application of ANNs to the scope of financial estimation argue that ANNs have some drawbacks. For example, Coakley and Brown [23] presented some general guidelines for ANNs applied on financial domain, and mentioned that there is a need for building an appropriate ANN model for the specific types of accounting and finance problems, and it is difficult to determine a specific method suited best for a specific type of accounting and finance problem. Han and Chen [32] used SVM with financial statement analysis for prediction of stocks. They stated that the ANN method comes with some limitations, as data in stock markets often have enormous noises and complex dimensionality. Al-Qaheri, Hassanien and Abraham [5] proposed a stock pricing prediction model by using rough set approach, and compared the results obtained with the ones of ANN algorithm. The results showed that the rough set approach generates more compact and fewer rules than the neural networks. In a more recent study, Yang [58] presented a newer approach in order to find a better financial distress prediction model and significant variables to interpret the classification results, and mentioned that ANNs have the drawback of failing to interpret the classification results. Another more recent study performed by Akkoç [2] criticized the application of ANNs to the scope of financial prediction and mentioned that developing the optimal ANN architecture requires long training process, and that ANNs have an inability to identify the relative importance of potential input variables, and that the ANN model stays as a black box without logic or rule-based explanations.

3. Methodology

This section describes the ANN model used in this study to understand and estimate bank profitability by means of SC techniques.

3.1 Soft computing techniques

SC is intended to use tolerance of uncertainty and indefiniteness wherever possible in the calculation, judgment and decision-making processes, rather than the more costly sensitivity and accuracy [61]. By this approach, Zadeh aimed to make a distinction from the conventional calculation techniques inspired from the mathematical methodologies of the physical sciences, and focusing on the accuracy, precision and sensitivity rather than judgment, uncertainty and modeling mistakes.

SC techniques tend towards insensitivity, uncertainty, partial accuracy and approximation compared to the conventional calculations [52]. The main principle of SC is to provide cost efficiency and durability for insensitivity, uncertainty, partial accuracy and approximation. The current principles of SC are connected with many previous studies such as Zadeh’s articles [61] on fuzzy sets, analysis and decision process of complex systems, probability theory and soft data analysis. SC comprises artificial neural networks (ANN), belief networks (BN), chaos theory (CT), evolutionary computing (EC), fuzzy logic (FL), genetic algorithms (GA), learning theory (LT), machine learning (ML) and probabilistic reasoning (PR). The main components of SC are FL, ANN and PR. The techniques which constitute SC and
have a wide application area in the financial world are described, below. ANN, which forms the application subject of the article, is investigated thoroughly in a separate subsection.

Fuzzy logic is derived from fuzzy set theory which deals with reasoning that is approximate rather than precisely deduced from classical predicate logic. Fuzzy logic suggests partial membership of any object to different subsets of a universal set. The main challenge of this approach is the rejection of any object belonging to a single set. Fuzzy membership functions may take on many forms according to experts using them. Fuzzy logic is mostly used in studies which have uncertain, vague, or missing input information. This allows the researchers to reach a definite conclusion from imprecise data [59].

EC defines a number of computational models for evolutionary processes. GA is a type of evolutionary algorithm which is a population based optimization algorithm and generally considered as a function optimization method [17]. GA as a heuristic search and optimization algorithm provides good results especially for large scale optimization problems, but it is still in need of improvement [23]. Since GA is based on random crossover and mutation operators, it can be improved by providing more intelligent crossover and mutation operators.

PR, another component of SC, consists of probability theory and methodology. PR is hosting the operation to evaluate the outcomes of the affected system from probabilistic uncertainty and groups together a range of techniques including BN, GA, parts of chaotic systems and learning theory.

SC has been successfully applied in financial predictions and a plethora of algorithms and models are reported in the literature [13, 21, 22]. SC can provide new approaches to cases which involve incomplete, unstructured or corrupted data. These technologies aim to solve inexact problems. SC investigates, simulates and analyzes deeply complex issues and phenomena in order to solve real-world problems. Such cases are frequent in areas of financial domain.

3.2 Artificial neural networks

ANNs operate like a parallel distributed processor and store the knowledge from the training examples after a learning process and accordingly makes decisions for similar issues due to their capability to generalize and associate the data (adaptive learning). The information is stored in the connection values between the neurons constituting layers, and each connection value has a weight. Neuron connections are nonlinear. Learning process continues until the network gives the reasonable result. After an ANN is trained, it works with missing data and still produces output despite missing data in the new examples [48]. Contrarily, conventional systems are not capable of working with missing data. ANNs are an alternative method for solving complex nonlinear problems [21, 23, 42, 56]. ANNs have developed a reputation for their unique ability to provide solutions for seemingly impossible problems which are subject to continuous changes in real life [19, 56]. These qualifications, proven in many other applications, enable ANNs to be used to determine and solve the problems in the banking and financial sectors [18, 19, 21, 28]. However, even though ANNs have been applied to many areas, little attention
has been paid to applying ANNs to profitability estimation of banks as discussed in the Section 2.

MLP [40] is a commonly preferred ANN model for estimations. Additionally, MLP structure is the commonly used technique for financial decision-making problems [55]. MLP is preferred due to its success in approximating a nonlinear function [48]. Back propagation (BP) algorithm [40] is the learning rule of MLP. The connection weights of the network are fixed by means of minimizing the average of the squares of the errors between the outputs produced by the network and the expected outputs.

Statistical methods are subjected to many restrictions due to their structures [42]. For instance, the determination of the functional relationship between the dependent and independent variables require special expertise. On the other hand, ANNs require no assumptions [21, 23] and impose no restrictions on the selection of the data, operate with unlimited data [18]. Therefore, they are able to produce successful output in modeling of complex relationships in the real world. However, success of ANNs relies on parameter settings, design of network structure, and the complexity of problem. ANN structure has to be assumed before starting learning [21]. Here, for adjusting the parameters to determine the optimal structure, a trial and error method is adopted as discussed in the Section 4.

The majority of the literature defines the principle of ANNs, as “black box”, and qualifies this situation as an important drawback [2]. Contrarily, Altaş, Çilingirtürk and Gülpinar [6] proposed that the process of the ANNs, declared as “the black box problem”, may be solved with the help of the social network analysis. They intended to analyze whether the results from the SNA, the working principle of which is explainable by the direction and weights of the connections in the network, are associated with the weights and connections of the ANN and, in this way, tried to understand and explain the working process of the ANN. Their study indicated that the correlation between the ANN and SNA results signifies that ANN may also be interpreted in the same manner.

ANNs require large datasets to fully utilize their capabilities of generalization and estimation [56]. Training classic ANNs with BP algorithm requires thousands of loops. Thousands of model tests require millions of loop tests, making it very difficult to find the right model [23, 56]. To overcome this issue, Levenberg-Marquardt (LM) back propagation algorithm [40] is preferable as an efficient learning algorithm. LM requires less computation time for iteration and thus is an efficient learning algorithm. LM quickly performs the minimization of the error function by benefiting from the conjugate gradient and Newton methods. It is a very fast and widely used model [43]. As a Quasi-Newton method, LM is designed for second-degree approach to training speed without having to compute the Hessian matrix [31]. LM deals with the data in three sections; training, validation and testing, thus is able to complete the learning process with fewer loops [40, 43]. As it is possible to obtain different results even if the same network model is used in each test, a great number of tests must be performed with different model parameters to identify the best model. Here, for choosing the parameters to determine the optimal model, a trial and error method is adopted as discussed in the Subsection 4.3. It may be possible to identify a better model due to the great number of parameters. For the selection of the best model, the one with the minimum error value and maximum R value is preferred.
4. Experimental design and performance evaluation

This section discusses the design of experiment and the performance of network. The Subsection 4.1 presents the design of the experiment and materials used. The Subsection 4.2 examines the data structure used in the analysis, identifies the factors affecting bank profitability and presents the data preparation process. The Subsection 4.3 indicates the phases of ANN model configuration. The Subsection 4.4 discusses the results and performance of the model.

4.1 Experimental design and materials

This study is intended to estimate ROA and ROE of deposit banks in Turkey. Accordingly, data from 24 deposit banks operating in Turkey as of 2013 is included in the analysis.

Since a significant part of the variables is composed of bank specific variables, the relevant raw data are obtained from the respective financial statements. To that end, BRSA and BAT Data Inquiry System were used to get the data of the 24 deposit banks for 4 periods between January 2013 (2013:1) and December 2013 (2013:4). The respective macroeconomic data for the 4 periods between January 2013 (2013:1) and December 2013 (2013:4) are obtained from the Electronic Data Distribution System (EDDS) of CBRT, the Databases of TSI and the Indicators and Statistics System of SPO.

All data are in the numeric format and used in quarterly form. The ANN software model is coded and implemented in Matlab 10.

4.2 Feature selection

Feature Selection is a required process that is needed to prepare a high quality dataset for obtaining realistic results from bank profitability estimation with the ANN software model. Considering the former studies mentioned briefly in the Section 2 and the experts’ opinions, most relevant factors were selected from among many measurable or immeasurable internal and external factors which have an effect on bank profitability [3, 4, 12, 24, 26, 30, 37, 45, 49, 54].

Internal factors are asset size, asset quality (the ratio of loans to total assets, the ratio of net non-performing credits and loans to total credits and loans, the ratio of net financial assets to total assets, the ratio of special ratios to non-performing loans and, the ratio of fixed assets to total assets), fixed assets, profit and loss structure (the ratios of interest income, net interest margin, non-interest income and non-interest expense to total assets), credit risk, liquidity (the ratio of liquid assets to total assets and, the ratio of liquid assets to short-term liabilities), deposits, capital adequacy (the ratio of equity to total assets and the ratio of equity to risk based amount.

Bank profitability is also considered to be sensitive to sector specific and macroeconomic factors which constitute [1, 4, 12, 26] external factors like annual real gross domestic product (GDP) growth rate, annual inflation rate, open market repurchase transactions and interest rates (CBRT open market repurchase transactions,
weighted average interest rate), annual cyclical output (industrial production index, unemployment rate, share price index and money supply) and concentration (CON).

ROA and ROE are determined as dependent variables to estimate profitability as previously mentioned. The dependent and independent ratios used herein are shown in Tab. I.

<table>
<thead>
<tr>
<th>Independent Variables</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>AID</td>
<td>Annual Interest on Deposits Average annual interest applied by banks on deposits</td>
<td>CBRT</td>
</tr>
<tr>
<td>AQ</td>
<td>Asset Quality Financial Assets (net) / Total Assets, Net Non-Performing Loans and Receivables / Total Loans and Receivables, Specific Provisions / Loans Under Follow-up</td>
<td>BAT, BRSA</td>
</tr>
<tr>
<td>AS</td>
<td>Asset Size Bank Total Assets / Total Assets in the Sector</td>
<td>BAT, BRSA</td>
</tr>
<tr>
<td>BG</td>
<td>Gold Bar Gold Bar (Turkish Lira–TRY)</td>
<td>CBRT</td>
</tr>
<tr>
<td>BIST</td>
<td>BIST–10 Bank INDEX BIST (Borsa Istanbul)–10 Bank Index Closing Value of Session</td>
<td>CBRT, BIST</td>
</tr>
<tr>
<td>CAA</td>
<td>Capital Adequacy Equity / Total Assets, Equity / Risk-Weighted Assets</td>
<td>BAT, BRSA</td>
</tr>
<tr>
<td>CON</td>
<td>Concentration Top Five Bank’s Total Assets / Total Assets in Sector</td>
<td>BAT, BRSA</td>
</tr>
<tr>
<td>CRE</td>
<td>Credit Risks Credit Provisions / Total Loans and Receivables</td>
<td>BAT, BRSA</td>
</tr>
<tr>
<td>CUR</td>
<td>Currency Basket 0.5 * Dollar Rate (TRY) + 0.5 * Euro Rate (TRY)</td>
<td>CBRT</td>
</tr>
<tr>
<td>CYO</td>
<td>Cyclical Outputs Investments and Capital Accumulation</td>
<td>CBRT, TSI, BIST</td>
</tr>
<tr>
<td>DEP</td>
<td>Deposits Deposits / Total Assets</td>
<td>BAT, BRSA</td>
</tr>
<tr>
<td>FIA</td>
<td>Fixed Assets Fixed Assets / Total Assets</td>
<td>BAT, BRSA</td>
</tr>
<tr>
<td>GDP</td>
<td>Annual Real GDP Growth Rate Change in Gross Domestic Product</td>
<td>CBRT, TSI</td>
</tr>
<tr>
<td>IES</td>
<td>Income–Expense Structure Net Interest Margin / Total Assets</td>
<td>BAT, BRSA</td>
</tr>
<tr>
<td>IEX</td>
<td>Interest Expense Interest Expense / Total Assets</td>
<td>BAT, BRSA</td>
</tr>
<tr>
<td>HIN</td>
<td>Interest Income Interest Income / Total Assets</td>
<td>BAT, BRSA</td>
</tr>
<tr>
<td>INF</td>
<td>Annual Inflation Rates Increase in Consumer Price Index</td>
<td>CBRT, TSI</td>
</tr>
<tr>
<td>IPI</td>
<td>Industrial Production Index</td>
<td>CBRT, TSI</td>
</tr>
<tr>
<td>LIQ</td>
<td>Liquidity Liquid Assets / Total Assets, Liquid Assets / Short Term Liabilities</td>
<td>BAT, BRSA</td>
</tr>
<tr>
<td>LTA</td>
<td>Loans / Total Assets Loans and Receivables / Total Assets</td>
<td>BAT, BRSA</td>
</tr>
<tr>
<td>MS</td>
<td>Money Supply Money Supply</td>
<td>CBRT, TSI</td>
</tr>
<tr>
<td>NIE</td>
<td>Non-Interest Expense Non-Interest Expense / Total Assets</td>
<td>BAT, BRSA</td>
</tr>
</tbody>
</table>
There is no missing data in the dataset used in this analysis. Therefore, two data preparation methods appear. One of them is the dimensionality reduction. Since a great number of independent variables explain two dependent variables during the analysis, dimensionality reduction will make the interpretation easier. PCA [38] is a widely applied statistical method for data preprocessing, compression and analysis. The study primarily considered all of the independent variables used in the literature. PCA is used for dimensionality reduction (to reduce the number of variables) by eliminating the variables with low percentage of correlation. Scaling is another data preparation procedure. The scaling procedure is included in the software model of ANN and thoroughly discussed in the Subsection 4.3.

The number of independent variables is first reduced with the help of the PCA to identify the important ones which will used in the model. Scree plot shows the total variance associated with each factor. The point where the slope of the curve is clearly leveling off indicates the number of factors that should be generated by the analysis. PCA gives 7 factors as seen in the scree plot (Fig. 1).

Different methods are used to determine the appropriate number of factors. The researcher can determine the appropriate number of factors [36] by looking at eigenvalue and scree plot. The ones with eigenvalue above 1 in scree plot are taken into account. Those with eigenvalues less than 1 are not considered to be stable [29]. This is a value that SPSS automatically assign. However, researchers can increase or decrease the value subjectively. In this study, components with eigenvalue greater than 1 are taken into account [29, 36] in accordance with the standard. The total variance explained ratio is 87.504%. The Total Explained Variance table is given in (Tab. II) and Rotated Component Matrix in (Tab. III). Period variable is regarded as dummy variable.

A total of 27 independent variables are included in the analysis. Here, a correlation value above 0.60 is deemed important. For this set of variables, there are 26 correlations satisfying this requirement. Accordingly, the variables included in the analysis are: assets size, assets quality, gold bar, open market repurchase transactions, off-balance sheet transactions, credit risks, fixed assets, annual inflation rates, non-interest income, non-interest expenses, interest expense, interest incomes, income-expense structure, annual real GDP growth rate, BIST 10 bank
<table>
<thead>
<tr>
<th>Component</th>
<th>Total</th>
<th>% of Variance</th>
<th>Cumulative %</th>
<th>Total</th>
<th>% of Variance</th>
<th>Cumulative %</th>
<th>Total</th>
<th>% of Variance</th>
<th>Cumulative %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9.424</td>
<td>34.902</td>
<td>34.902</td>
<td>9.424</td>
<td>34.902</td>
<td>34.902</td>
<td>8.108</td>
<td>30.030</td>
<td>30.030</td>
</tr>
<tr>
<td>2</td>
<td>5.775</td>
<td>21.388</td>
<td>56.290</td>
<td>5.775</td>
<td>21.388</td>
<td>56.290</td>
<td>5.551</td>
<td>20.558</td>
<td>50.587</td>
</tr>
<tr>
<td>3</td>
<td>2.234</td>
<td>8.274</td>
<td>64.564</td>
<td>2.234</td>
<td>8.274</td>
<td>64.564</td>
<td>3.056</td>
<td>11.318</td>
<td>61.905</td>
</tr>
<tr>
<td>5</td>
<td>1.927</td>
<td>7.137</td>
<td>79.369</td>
<td>1.927</td>
<td>7.137</td>
<td>79.369</td>
<td>1.673</td>
<td>6.197</td>
<td>77.525</td>
</tr>
<tr>
<td>6</td>
<td>1.172</td>
<td>4.343</td>
<td>83.711</td>
<td>1.172</td>
<td>4.343</td>
<td>83.711</td>
<td>1.467</td>
<td>5.432</td>
<td>82.956</td>
</tr>
<tr>
<td>7</td>
<td>1.024</td>
<td>3.792</td>
<td>87.504</td>
<td>1.024</td>
<td>3.792</td>
<td>87.504</td>
<td>1.228</td>
<td>4.547</td>
<td>87.504</td>
</tr>
<tr>
<td>8</td>
<td>0.614</td>
<td>2.273</td>
<td>89.777</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.516</td>
<td>1.912</td>
<td>91.689</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.492</td>
<td>1.822</td>
<td>93.511</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0.473</td>
<td>1.754</td>
<td>95.264</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.376</td>
<td>1.391</td>
<td>96.656</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>0.325</td>
<td>1.205</td>
<td>97.861</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.215</td>
<td>0.798</td>
<td>98.659</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.115</td>
<td>0.426</td>
<td>99.085</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0.096</td>
<td>0.356</td>
<td>99.441</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>0.088</td>
<td>0.326</td>
<td>99.767</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>0.046</td>
<td>0.171</td>
<td>99.939</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>0.017</td>
<td>0.061</td>
<td>100.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>4.788E-15</td>
<td>1.773E-14</td>
<td>100.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>2.505E-15</td>
<td>9.277E-15</td>
<td>100.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>1.942E-15</td>
<td>7.194E-15</td>
<td>100.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>8.390E-16</td>
<td>3.107E-15</td>
<td>100.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>3.849E-16</td>
<td>1.426E-15</td>
<td>100.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>-2.624E-17</td>
<td>-9.720E-17</td>
<td>100.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>-2.228E-15</td>
<td>-8.252E-15</td>
<td>100.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>-3.727E-15</td>
<td>-1.380E-14</td>
<td>100.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Extraction Method: Principal Component Analysis.

**Tab. II** Total variance explained.
index (XBN10), annual interest on deposits, cyclical outputs, loans / total assets, liquidity, securities, industrial production index, currency basket, capital adequacy, consumer price index, concentration and money supply.

4.3 The artificial neural network model configuration

There are certain issues that must be taken into account during the development of a software model of ANN. In particular, if there is a big difference of the digital quantities between the input values of the ANN problem, it may negatively affect the output of the network. In other words, data with different scales in ANN training generally cause the neural networks to be unstable and can also cause the accuracy limits of the computers to be exceeded. Data must be scaled at least to the range used by the input neurons in the ANN [48]. Therefore, the input values of the network are in general scaled to the range (-1, 1) or (0, 1). In this way, the data measured using different units are reduced to the same scale and the effect of the very big or very small digital values is removed. Scaling must be applied prior to the commencement of the training process.

The mathematical expression for the software code used in the scaling is

$$y = \frac{(y_{\text{max}} - y_{\text{min}})(x - x_{\text{min}})}{(x_{\text{max}} - x_{\text{min}}) + y_{\text{min}}}$$

where $y_{\text{max}}$ represents the maximum value of column $y$; $y_{\text{min}}$ represents the minimum value of column $y$, while the $x_{\text{max}}$ and $x_{\text{min}}$ represent the maximum and minimum threshold values of the dataset respectively, and $y$ represents the scaled
values in the range (−1, 1). Since hyperbolic tangent is used as ANN activation function, the data are scaled to the range (−1, 1).

To analyze how ROA and ROE of banks are explained by the independent variables shown in Tab. I, an ANN model is established by means of MLP architecture [55]. Many studies, which are considered as successful, imply that there is no standard method for the determination of parameters concerning the network structure [11, 21, 23, 42, 56]. But these studies also discuss that parameter identification can be performed based on the problem area and data or on prior self-experience, recommended settings in the literature or trial and error method adoption [21, 23, 43]. By taking this situation into consideration and the experiences of other researchers who carried out studies, the network parameters which provide optimal results and performance were determined. As measures of performance, Mean Square Error (MSE), one of the most referenced measures of accuracy in literature, as well as
Mean Absolute Percentage Error (MAPE) values were used [10, 27, 35, 57, 62]. The criterion for stopping training is when the model reaches an MSE value under 0.01.

The path followed for constituting network structure, and the ultimate structure is as follows: The number of processing elements in the input layer has been defined as 27 following the number of input parameters. In the output layer, there is one neuron. A three layer network structure containing one hidden layer has been frequently used in previous studies estimating financial data [33, 34, 35, 62]. Accordingly, considering appropriate literature and expert opinions, one hidden layer has been considered as sufficient. Here, in order to determine other parameters of the network infrastructure that will provide the best estimation performance, training data have been entered. The scaling of the data has been performed before training, as previously mentioned. In the trial period, the optimal values of three parameters are determined: the number of processing elements in the hidden layer, the learning coefficient and momentum coefficient. Firstly, the learning coefficient is determined as 0.1, and the momentum coefficient is determined as 0.9. While these two values are fixed, the numbers of hidden layer processing elements ranging from 1 to 55 are tried, and the performance values are recorded. 55 is the result of the formula [35, 46, 51] \(2n + 1\), where \(n\) is the number of processing elements in the input layer. Then, the number of hidden layer processing elements with the best value among these performance results is saved. Secondly, while the momentum coefficient is fixed, the number of hidden layer processing elements is the number saved in the first step, the network has been run separately for learning coefficient values ranging from 0.1 to 0.9, and the learning coefficient of the best performance is saved. Thirdly, while the number of hidden process elements determined in the first step, and the learning coefficient determined at the second step are fixed, the network has been run separately for each value of the momentum coefficient ranging from 0.1 to 0.9, and the learning coefficient of the best performance is saved. Finally, with the identification of parameters determined in the mentioned three-stage process by looking at the trial with the lowest error, optimizing the parameters of the network is completed.

In case of over-fitting or overtraining in the data validation of the ANN model, the data needs to be repartitioned [23]. Accordingly, depending on the results of the feedback, and model training obtained through the data validation phase, the data may need to be rearranged. In this case, since the training result of the neural network is not considered to be sufficient, it is decided to repartition the data. After the data are repartitioned into testing and validation, the learning process restarts.

In this study, the training set contains sixty percent (60%) of the collected data, while each of the validation and testing sets contain twenty percent (20%) which are defined as optimal for LM-BP [25]. These percentages are obtained by repartitioning the data as a result of the comparisons and assessments during the feedback of the modeling outputs. The feedback is based on the MSE, and MAPE values. Therefore, a portion of twenty percent (20%) of the dataset used in the study is utilized for verification purposes.

The details of the ANN model which is structured based on the mentioned optimal parameters, are provided in Tab. IV. The ANN structure is developed by coding in Matlab 2010 Editor. The ANN model is shown in Fig. 2.
As is seen in Fig. 2, the input layer of the network has 27 neurons, which is the number of the input parameters. The output layer has one neuron. There is a single hidden layer and this layer contains 7 process components. Number of process components and number of PCA components are same, but this situation may be a coincidence. The weight matrices of the connections between each layer and the net input matrices corresponding to each neuron on each layer are individually obtained. The connection weights between the input layer and the hidden layer are represented by $W_{ij} (i = 1, 2, \ldots, 27) \ (j = 1, 2, \ldots, 7)$ and the connection weights between the hidden layer and the output layer are represented by $W_{jk} \ (j = 1, 2, \ldots, 7) \ (k = 1)$. The net input is simplified as the sum of the results obtained by multiplying all inputs with the weights corresponding to one neuron. $H_i \ (i = 1, 2, \ldots, 7)$ represents the net input corresponding to the hidden layer neuron and, $I_1$ represents the net input corresponding to the output layer neuron. $Y_1$ represents the output produced on the output layer.
4.4 Analysis and findings

The ROA performance of the neural network trained by the LM is shown in Fig. 3. The performance diagram is composed of three lines, since data are divided into three sets. The training set is represented by the blue line, the validation set by the green line and the testing set by the red line. As shown in Fig. 3, the network achieved a near-zero error at the 9th iteration. Since the error is reduced to below 0.01 as previously specified, the results are deemed acceptable. The training stopped at the 15th iteration, when the validation error started to increase.

![Mean Squared Error (mse) over epochs](image)

**Fig. 3** Best validation performance belongs to return on assets estimation.

No significant indication for over-fitting is observed until the 9th iteration, where the best validation performance appears; this is because the error rate in the validation, and testing set increases after that iteration. Since the testing set error and validation set error have similar characteristics and there is no significant indication for over-fitting, the network performance is deemed acceptable. On the other hand, the MSE value is important and examined for evaluating the performance of network. Various studies used the MSE value as a performance evaluation criterion of prediction and estimation with ANN on banking and financial domain. For example, Lavanya and Parveenat [40] used Matlab neural network software as a tool to find the best algorithm for FOREX prediction by comparing the effectiveness of the backpropagation algorithm and obtained an MSE value of 0.0035. In their previously mentioned study, Anyaeche and Ighravwe [10] constructed a backpropagation model and obtained an MSE value of 0.02. Anastasakis and Mort [8] used Matlab Neural Network Toolbox 2.0 to find the best network topology by simulating an MLP network in order to predict the USD/GBP exchange rate and found a root MSE value of 0.1388306.
MSE indicates a value proportional to the difference between the estimated value and the actual values in the neural network. Here, the criterion for stopping training is when the model reaches an MSE value under 0.01. This value represents the maximum of difference between the estimated values and actual values would be 1%. In the literature [36], the values 0.05 and 0.01 is often used. In this study, the MSE result of the established model is observed as $2.3823 \times 10^{-3}$ for ROA estimation. Additionally, R correlation coefficient is used. R correlation coefficient is the measurement of how well the variations in the outputs are explained by the targets. R values closer to one indicate strong coherence, whereas values closer to zero indicate weak or no correlation. Fig. 4 shows the correlation between the outputs and the targets.

The training data represents a strong coherence. R correlation coefficient for the training data is approximately 1, and approximately 0.9 for the test and validation data. The scatter diagram is important since it shows that some data points represent a poor coherence. For example, the network output of some data in the testing set corresponds to 0.2, while the actual value is 0.5.

The ROE performance of the neural network trained by the LM is shown in Fig. 5. The training set is represented by the blue line, the validation set by the green line and, the testing set by the red line. As is shown in the Fig. 5, the network achieved a near-zero error at the 8th iteration. Since the error is reduced to
below 0.01 as previously specified, the results are deemed acceptable. The training stopped at the 14th iteration, when the verification error started to increase.

![Graph showing best validation performance](image)

**Fig. 5** Best validation performance belongs to return on equity estimation.

No significant indication for over-fitting is observed until the 8th iteration, where the best validation performance appears, as the error rate in the validation and testing set increases following that iteration. Since the testing set error and the validation set error have similar characteristics and there is no significant indication for over-fitting, the network performance is acceptable. The MSE result of the model is observed as $2.624 \times 10^{-3}$, a value sufficiently small to achieve the determined target as previously discussed.

Fig. 6 shows the correlation between the outputs and the targets. If R value is closer to 1, it means there is a better coherence.

The training data represents a superior coherence, since R correlation coefficient for the training data is approximately 1. The test and validation outputs represent R values of approximately 0.9. The scatter diagram is important since it shows that some data points represent a poor coherence. For example, the network output of some data in the testing set corresponds to $-0.4$, while the actual value is $-0.8$.

In the last one year period ROE of 24 commercial banks operating in Turkey decreased 2.42 percentage points to 8.67% while ROA decreased 0.44 percentage points to 1.10%. In one year, ROA and ROE of the entire groups of banks decreased. According to the actual and estimated quarterly ROE and ROA values in Tab. V and Tab. VI respectively, average ROA was 0.38% (estimated ROA is 0.39%) and average ROE was 0.77% (estimated ROE is 2.88%) in the first quarter. In the second quarter, average ROA increased to 0.73% (estimated ROA is 0.71%) and ROE to 5.29% (estimated ROE is 5.24%). In the subsequent period, the average ROA and ROE continued to increase. ROA occurred as 0.95% (estimated ROA
is 0.95%) and ROE as 7.19% (estimated ROE is 7.45%). For the final quarter, the average percentage rate of ROA and ROE again increased compared to the third quarter. ROA occurred as 1.12% (estimated ROA is 1.11%) and ROE as 8.67% (estimated ROE is 8.46%).

By looking at the periodic change of the data in Tab. V and Tab. VI and other data available, some other conclusions can be reached. Considering development of non-interest income/expense on the basis of quarter periods, non-interest income decreased in the first three quarters of 2013, despite the increase in the last quarter. On the other hand, non-interest expenses which decreased in the third quarter, began to increase in the fourth quarter despite the downward trend in provisions. Therefore, despite the increase in net interest income, the decrease in non-interest expense coverage ratio of non-interest income has a negative effect on profitability in the final quarter. Despite the increase in net interest income in the fourth quarter, non-interest income/expense balance declined during this period. Another consequence of the model is that this movement adversely affected profitability rates. The amount of profit derived gradually decreased from the second quarter of the year. The main reason for the decline in the quarterly net profit in the second and third quarters is the decline in net interest income in these periods. However, rising interest rates in the second and third quarters had a negative impact on profitability.

Fig. 6 Regression graph for return on equity estimation.
The consistency between estimated values and actual values is high. In Fig. 7 and Fig. 8, respectively. Therefore, it can be concluded that the consistency between estimated values and actual values is high.

Referring to the results of the model, these two dimensions of profitability measurement (ROA and ROE) show parallelism with each other. Variations between the actual values with the estimated values listed in Tab. V and Tab. VI are shown in Fig. 7 and Fig. 8, respectively. Therefore, it can be concluded that the consistency between estimated values and actual values is high.

<table>
<thead>
<tr>
<th>1st Quarter</th>
<th>2nd Quarter</th>
<th>3rd Quarter</th>
<th>4th Quarter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual Value</td>
<td>Estimated Value</td>
<td>Actual Value</td>
<td>Estimated Value</td>
</tr>
<tr>
<td>0.5554</td>
<td>0.5821</td>
<td>1.0616</td>
<td>1.0656</td>
</tr>
<tr>
<td>0.6954</td>
<td>0.7260</td>
<td>1.3102</td>
<td>1.0811</td>
</tr>
<tr>
<td>0.5094</td>
<td>0.5414</td>
<td>0.7714</td>
<td>0.7681</td>
</tr>
<tr>
<td>0.4143</td>
<td>0.3582</td>
<td>1.2167</td>
<td>1.3133</td>
</tr>
<tr>
<td>-0.1399</td>
<td>-0.1340</td>
<td>-0.2698</td>
<td>-0.2684</td>
</tr>
<tr>
<td>0.1163</td>
<td>0.1021</td>
<td>0.8369</td>
<td>0.9594</td>
</tr>
<tr>
<td>0.5146</td>
<td>0.3771</td>
<td>0.7718</td>
<td>0.7896</td>
</tr>
<tr>
<td>0.2253</td>
<td>0.1567</td>
<td>0.3951</td>
<td>0.3140</td>
</tr>
<tr>
<td>0.5045</td>
<td>0.4332</td>
<td>0.8559</td>
<td>0.9508</td>
</tr>
<tr>
<td>0.7289</td>
<td>0.8902</td>
<td>1.4393</td>
<td>1.8079</td>
</tr>
<tr>
<td>0.1602</td>
<td>0.1713</td>
<td>0.1844</td>
<td>0.2065</td>
</tr>
<tr>
<td>0.2535</td>
<td>0.2288</td>
<td>0.4320</td>
<td>0.4135</td>
</tr>
<tr>
<td>0.0287</td>
<td>0.0351</td>
<td>0.1827</td>
<td>0.1884</td>
</tr>
<tr>
<td>0.4286</td>
<td>0.3191</td>
<td>0.7326</td>
<td>0.6099</td>
</tr>
<tr>
<td>0.1804</td>
<td>0.1708</td>
<td>0.2030</td>
<td>0.2011</td>
</tr>
<tr>
<td>0.0538</td>
<td>0.0434</td>
<td>-0.1834</td>
<td>-0.1907</td>
</tr>
<tr>
<td>0.3750</td>
<td>0.4531</td>
<td>0.4796</td>
<td>0.4647</td>
</tr>
<tr>
<td>0.3746</td>
<td>0.3308</td>
<td>0.6845</td>
<td>0.8325</td>
</tr>
<tr>
<td>0.5342</td>
<td>0.5178</td>
<td>0.9940</td>
<td>0.8954</td>
</tr>
<tr>
<td>0.6010</td>
<td>0.7169</td>
<td>1.0671</td>
<td>1.3738</td>
</tr>
<tr>
<td>0.6407</td>
<td>0.5665</td>
<td>1.2275</td>
<td>1.3586</td>
</tr>
<tr>
<td>0.5654</td>
<td>0.6242</td>
<td>0.9800</td>
<td>0.7813</td>
</tr>
<tr>
<td>0.4895</td>
<td>0.4256</td>
<td>0.7675</td>
<td>0.7141</td>
</tr>
<tr>
<td>0.4281</td>
<td>0.5184</td>
<td>0.8708</td>
<td>1.1465</td>
</tr>
</tbody>
</table>

**Tab. V Return on assets on quarterly basis.**

By looking at the development of interest income/expense item on the basis of the quarterly periods, the first two quarters of declining interest expenses had a positive effect on profitability, but the upward trend in the last two quarters put downward pressure on profitability. However, the rise in interest income/expense ratio compared to the third quarter, due to the increase in interest income in the final quarter, contributed positively to profitability.

Asset size tended to increase until the fourth quarter as of the second quarter. However, the increase in deposits and securities, especially in the fourth quarter, affected asset size. Hence it is understood that deposits and issued securities are used for active funding. In the final quarter, the negative impact of the increase in foreign exchange losses on the net profit, though limited to some extent by derivative transactions and securities trading profit, put downward pressure on profitability.
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According to the results, the R correlation coefficient values indicate that the variation in the outputs is sufficiently explained by the targets. In addition, the coefficient of determination values indicate that the coherence between the estimated
and target values is high at the optimal iteration. Based on the great performance of the model, it is seen that the 26 explanatory variables included in the analysis are superior [3, 4, 12, 14, 26, 37, 49, 54] for the explanation of ROA and ROE. Considering that there are countless measurable and immeasurable factors that affect ROA and ROE, this value obtained from this study is exactly valuable for banks.

5. Conclusion

This study is intended to analyze the impact of the internal (bank specific) and external (sectoral and macroeconomic) economical indicators on ROA and ROE of 24 deposit banks operating in Turkey. There are numerous classical regression and neural network studies using bank data. Various statistical assumptions are found in multiple linear or nonlinear regression studies. Studies, which do not met these assumptions, may not be reliable. In addition, it is difficult to implement such models as the number of variables increase. Therefore, the analysis performed by such methods can be applied successfully for limited applications. Consequently, this article is intended to analyze the profitability of deposit banks in Turkey with an adaptive software model of ANN which has not been previously applied in this context, comprehensively.

The results from the study indicate that ANNs are tools with great capability of generalization and thus estimation. According to software model results, the correlation coefficient R values show that variations in output are explained well by the targets. Moreover, the coefficients of determination values also show that the harmony between the estimated values of the network with the actual values is excellent at the best iteration. Consequently, the results from the model indicate that all of the explanatory variables used have significant impact in varying proportions on profitability and that obtained estimations achieved the targeted and acceptable performance of success. In addition, the software model of ANN designed and the profitability estimation performed by the model are objective, highly steady and strong against user changes since they are transparent and not based on intuitive observation or expert opinions. This software model is not affected by the user differences, makes successful estimations and will facilitate the estimation of bank
profitability. Due to this and other successful results, this software model provides banks with the opportunity to estimate their profitability and researchers may also benefit from the great opportunity afforded by the ANN model.

In light of the findings of this study, the intelligent software model, which measures bank profitability through the soft computing techniques, is able to estimate the profitability of banks at any time upon the insertion of the then-current data to the model, and thus provides a great tool for estimation studies. In addition, it has the capability to adapt to changing conditions and improve upon its already user-friendly structure to best respond to the requirements and expectations of researchers. The periodicity of the bank data between the years is a subject of another study. In this context, it is planned to perform panel data analysis by adding the data of 2014 and 2015 in a future work.
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