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Abstract: 2-dimensional Simultaneous Optical Multiprocessor Exchange Bus (2D
SOME-Bus) is a reliable, robust implementation of petaflops-performance com-
puter architecture. In this paper, we develop models to predict the performance
measures (i.e. average channel utilization, average channel waiting time, average
network latency, average processor utilization and average input waiting time) of a
message passing architecture interconnected by the 2D SOME-Bus by using Multi-
layer Feed-forward Artificial Neural Network (MFANN), Support Vector Regression
(SVR) and Multiple Linear Regression (MLR). OPNET Modeler is used to simulate
the message passing 2D SOME-Bus multiprocessor architecture and to create the
training and testing datasets. Using 10-fold cross validation, the performance of
the prediction models have been evaluated using several performance metrics. The
results show that the SVR model using the radial basis function kernel (SVR-RBF)
yields the lowest prediction error among all models.
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1. Introduction

With high computing power of parallel computers, it is now possible to address
many applications that were until recently beyond the capability of conventional
computing techniques [15]. Message passing environments are considered the most
popular programming methods for parallel computers. Their flexibility permits to
parallelize all types of applications (client-server, data-parallel, embarked and real-
time systems etc.). Message passing is easy to understand, portable, interoperable,
and effective. The principle of message passing rests on tasks cooperation through
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explicit message exchanges carried out as point-to-point communication between
two processes or between several processes and a unique communication task [12].

Two methods are typically used for multiprocessor studies: analytical and sim-
ulation modeling. Analytical models become intractable when multiprocessor dy-
namics are considered, and are not practical for application-dependent studies.
Simulation, with the correct assumptions, is a feasible approach that can produce
an accurate picture of the dynamic behavior of multiprocessors [6].

Statistical simulation is a method that characterizes the behavior of the pro-
gram and architecture with some probability distributions. The idea of statistical
simulation is to measure a number of important program execution characteristics,
generate a synthetic trace, which shows the memory references of a workload, and
simulate that synthetic trace. The important benefit is that a synthetic trace is very
small compared to real program traces [10]. A statistical simulation is a robust,
flexible, and suitable tool in multiprocessor design, but it can still be time consum-
ing especially when multiprocessor systems to be simulated have many parameters
and these parameters have to be tested with different probability distributions or
values.

There exist some studies in literature [4, 23], which prove the fact that artificial
intelligence methods could be applied to predict the performance measures of a mul-
tiprocessor architecture. Akay and Abasikeles [4] predicted the performance mea-
sures of a multiprocessor architecture employing the distributed shared-memory
programming model on the 1-dimensional Simultaneous Optical Multiprocessor
Exchange Bus (1D SOME-Bus) architecture. In that study, statistical simulation
of the architecture was carried out to generate the dataset. The dataset contained
the following input variables: ratio of the mean message channel transfer time to
the mean thread run time (T/R), probability that a block can be found in modified
state, probability that a data message is due to a write miss, probability that a
cache is full and probability of having an upgrade ownership request. Support Vec-
tor Regression (SVR) was used to build prediction models for predicting average
network latency, average channel waiting time and average processor utilization. It
was concluded that SVR model is a promising tool for predicting the performance
measures of a distributed shared-memory multiprocessor. In a follow-up work [23],
Multi-layer Feed-forward Artificial Neural Network (MFANN) has been used to
predict the performance measures of the 1D SOME-Bus architecture employing
the message passing programming model. OPNET Modeler [16] was used to sta-
tistically simulate the message passing 1D SOME-Bus architecture, the details of
which is given in Section 4. The input variables of the prediction model included
T/R, node number, thread number and traffic pattern. The output variables of
the prediction model included average channel waiting time, average channel uti-
lization, average network latency, average processor utilization and average input
waiting time. It was concluded that MFANN-based prediction model performs the
best for predicting the performance measures of the message passing 1D SOME-Bus
architecture.

Additional studies with different programming models on different multipro-
cessor architectures are definitely required in order to generalize the effectiveness
of machine learning methods for predicting the performance measures of a mul-
tiprocessor architecture. There are major differences between the current study
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and the study of [23]. First of all, the architecture used in this study is the 2-
dimensional Simultaneous Optical Multiprocessor Exchange Bus (2D SOME-Bus),
which operates differently and is more complex than the 1D SOME-Bus as outlined
in Section 2. Second, the message passing protocol used in this study and [23] is
different. In [23], only message passing without acknowledgments (ACK’s) protocol
has been considered in which the source is not in need to learn whether or not the
sent packet has arrived to its destination (i.e. the source node only broadcasts the
packet). In this study, we have utilized two different message passing protocols:
message passing without ACK’s (also known as asynchronous traffic mode) and
message passing with ACK’s (also known as client-server traffic mode), in which
for every packet sent by a source node, there is a returned ACK after the packet
has reached the destination node. As a result of this, the dataset used in this study
includes one more predictor variable (i.e. spatial distribution of traffic) than the
dataset used in [23]. Finally, the range for the number of threads used in [23] can
not be used in this study as low values of thread number result in low processor
utilization while very high values cause large latencies but not higher processor
utilization. Therefore, it is important to select the range of the number of threads
depending on the architecture.

In this paper, SVR, MFANN and Multiple Linear Regression (MLR) have been
employed to predict the performance measures of the 2-D SOME-Bus multiproces-
sor architecture using the message passing programming model. OPNET Modeler
is used to simulate the message passing 2D SOME-Bus multiprocessor architecture
and to create the training and testing datasets. The obtained dataset has five
input variables (T /R, node number, thread number, spatial distribution of traffic
and traffic mode) and five output variables (average channel utilization, average
channel waiting time, average network latency, average processor utilization and
average input waiting time). Using 10-fold cross validation, the performance of
the prediction models are evaluated by calculating their multiple correlation coef-
ficients (R’s), root mean square errors (RMSE’s), mean absolute errors (MAE’s),
root absolute errors (RAE’s) and relative root square errors (RRSE’s). The results
show that the SVR model using the radial basis function kernel (SVR-RBF) has
the lowest prediction error. The performance of the linear SVR (SVR-Linear) and
MLR models are much lower than the performance of MFANN model, which shows
the second best performance among all models.

The rest of this paper is organized as follows: Section 2 summarizes the optical
1D SOME-Bus and 2D SOME-Bus interconnection networks. Section 3 presents
an overview of MFANN, SVR and MLR. Section 4 describes simulation framework
and dataset generation. Section 5 is devoted to the details of prediction models.
Section 6 presents results and discussion. Finally, Section 7 concludes the paper.

2. Overview of the Some-Bus architecture

The 2D SOME-Bus consists of N horizontal and N vertical 1D SOME-Bus [13]
networks and N2 nodes (Fig. 1). Each of N nodes connected to one 1D SOME-
Bus has a dedicated broadcast channel and an input channel interface based on an
array of N receivers monitoring all IV channels and allowing multiple simultaneous
broadcasts. At each node, an electro-optical converter consisting of a dual receiver
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and transmitter pair allows messages broadcast on one bus to be forwarded and
broadcast (in a cut-through manner) on the bus in the other dimension [14].

If a node N (connected to vertical bus V; and horizontal bus H; sends a
message to node N,,,, and either i = m or j = n, then only one bus (vertical or
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Fig. 1 2D SOME-Bus architecture.
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horizontal, respectively) is used. The message header includes the identification of
the destination node and the message is broadcast on the proper bus. If both i = m
and j # n, then the message is broadcast first on horizontal bus H; to node Ny
with the header containing an indication that node N,,; broadcast the message
on vertical bus V,,, so it can be delivered to its final destination, node N,,,. By
symmetry, the source node may choose to broadcast the message first on vertical
bus V; to intermediate node N, for rebroadcast on horizontal bus H,, [14].

We summarize below the performance characteristics of the 1D SOME-Bus and
2D SOME-Bus in terms of the order of time required to perform a number of basic
operations as functions of the number of processors so that one can understand the
differences among the complexities of the two architectures:

1. With regard to the task of having an all-to-all communication, where each
processor sends a distinct message to every other processor, the 1D SOME-
Bus can accomplish this in O (V) time, while the 2D SOME-Bus can do this
in O (N?) time.

2. With regards to the complexity of performing a barrier synchronization (where
all processors synchronize with each other), the 1D SOME-Bus provides a
synchronization time of O (1) whereas the 2D SOME-Bus provides a syn-
chronization time of O (N).

3. The diameter of the 1D SOME-Bus architecture is 1, whereas the diameter
of the 2D SOME-Bus architecture is V.

4. The number of transmitters and channels required in the 1D SOME-Bus is
O (N), whereas the same in the 2D SOME-Bus is O (N?).

5. The number of receivers required in the 1D SOME-Bus is O (N 2), whereas
the same in the 2D SOME-Bus is O (N3).

6. The 1D SOME-Bus grows by O (N) whereas the 2D SOME-Bus grows by
O (N?).

3. Overview of prediction methods

3.1 Multi-layer feed-forward neural networks

Neural networks are composed of simple elements operating in parallel. These
elements are inspired by biological nervous systems. As in nature, the network
function is determined by the connections among elements. A neural network can
be trained to perform a particular function by adjusting the values of the connec-
tions (weights) between the elements. Commonly neural networks are adjusted,
or trained, so that a particular input leads to a specific target output. Such a
situation is shown in Fig. 2. Here, the network is adjusted, based on a compar-
ison of the output and the target, up to the network output matches the target.
Typically many such input/target output pairs are used to train a network. Batch
training of a network proceeds by making weight and bias changes based on an
entire set (batch) of input vectors. Incremental training changes the weights and
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biases of a network as needed after presentation of each individual input vector.
Incremental training is sometimes referred to as “online” or “adaptive” training.
Neural networks have been trained to perform complex functions in different fields
of application including pattern recognition, identification, classification, speech,
and vision and control systems. Today neural networks can be trained to solve
problems that are difficult for conventional computer programs or human beings
[18].

Neural Network including

Input . K
———— | connections (called weights) Compare
between neurons

Adjust
weights

Fig. 2 Basic principles of artificial neural networks.

Considering the geometry of the network, there are several types of neural
networks: Hopfield, Hamming, Campenter and Grossberg, Kohonen, MFANN and
others. Neural networks with different geometry are used for solving different
problems. The first three types of neural networks are usually used for binary
input data and with problems of classification into classes. The last two types of
neural networks are appropriate for the approximation of an unknown function [5].

The geometry of an MFANN is shown in Fig. 3. Input units are connected
to the first layer of hidden units which are further connected to the units of the
next hidden layer. The units of the last hidden layer are connected to the output
units. The input units represent the input data, and the output units represent the
output data. The hidden layers may be considered as a black box which performs
the necessary transformations of the input data so that the target output data are
obtained. The i-th unit in k-th layer is represented by its value y¥. Each connection
between the units is represented by its weight wfj, where index 4 corresponds to
the unit number of the (k — 1)-st layer and j to the k-th layer. The input layer
is denoted by 0, whereas the output layer is denoted by [. The signals travel in
one direction only, i.e. from the input layer towards the output layer. The output
value of a unit is multiplied by the corresponding weight and added to the value
of the signal of the unit of the next layer. In addition, the value of bias neuron
or threshold ¥¥ is added to the input. The output of a unit in k-th layer can be
therefore computed as

Nk—1
Sos (z o wf) | 0
=1
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Fig. 3 A typical Multi-layer Feed-forward artificial neural network.

Here, f is the so-called activation function which enables the modeling of an ar-
bitrary nonlinear relation between input and output variables. Different functions
could be used as an activation function. The usual choices of activation function
are a sigmoid function, Gaussian and RBF.

The behavior of the neural network depends on the values of weights wfj and
thresholds ﬁf, which have to be determined by the training procedure. The super-
vised training is in fact a general optimization problem in which the minimum of

back-propagation error E is sought

o

1
Ep, = 52(%-2/35)27 (2)

i=1

where t,; are the target output values, ygll are the values of neurons in the output
layer, i.e. the output values evaluated by neural network, ng is the number of
neurons in output layer, i.e. the number of output variables [5].
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3.2 Support vector regression
3.2.1 Linear SVR

We are given the training data (z;,y;), (i = 1,...,£), where x is a d-dimensional
input with x € ®? and the output is 4 € . The linear regression model can be
written as follows [21]:

f(x) = (w, x) + b, w,xERDeER, (3)

where f(x) is an unknown target function and (.,.) denotes the dot product in R.

In order to measure the empirical risk [7], we should specify a loss function. The
most common loss function is the e-insensitive loss function proposed by Vapnik
[21] which is defined as

0 for |f(x)—y|<e
|f(x) —y| — & otherwise

L = { @
The optimal parameters @ and b in (3) are found by solving the primal optimiza-
tion problem

0
1 _
min o [lw, |+ (6 +€5), (5)
i=1
with constraints

Y1_<wa 7$Z>_b§5+€ja

<w77$1>+b_y1§8+§;7 (6)

e >0i=1,... 0

In (6), C is a pre-specified value that determines the tradeoff between the flatness
of f(x) and the amount up to which deviations larger than the precision € are toler-
ated. The slack variables £~ and £ represent the deviations from the constraints
of the e-tube.

Usually the dual problem is solved. The corresponding dual optimization prob-
lem is defined as

[2—4 £ £
maXe,q* —

(o = ai)(e] = ag) (wiy ) = Y _wilod — i) =€y (o] + ),

1 i=1 =1

DN =

=17
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(67}
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%
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Solving the optimization problem defined by (7) and (8) gives the optimal Lagrange
multipliers « and «o*, while @, and b are given by

M&

€l

(0 o )
(@, (xr +xs))

(3

(wall

N[

where x, and xg are support vectors.
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3.2.2 Nonlinear SVR

For nonlinear regression problems, a nonlinear mapping ¢ of the input space onto
a higher dimension feature space can be used, and then linear regression can be
performed in this space [19]. The nonlinear model is written as

f(x) = (w, ¢(x)) +bw, x € R b e R (10)

where

where x, and xs are support vectors. Note that we express dot products through
a kernel function Kthat satisfies the so-called Mercer’s conditions [21].

If the term b is accommodated within the kernel function, Eq. (10) can be
written as

¢
F0) =Y (@i — af) K (i, ). (12)
i=1
Several kernel functions have appeared in the literature. The RBF has received
significant attention, most commonly in the Gaussian form:

_ ! 2
K(x,2') = exp <—7HX ;C ” ) ) (13)
2p

where p is the width of the RBF kernel.

3.3 Multiple linear regression

MLR analysis is a widely used and well documented statistical procedure [20]. MLR
attempts to model the relationship between two or more explanatory variables and
a response variable by fitting a linear equation to the observed data. The dependent
variable is modeled as

k
y=0F0+ Y Bixi+e, (14)

i=1
where x; are the explanatory independent variables, 8; are the regression coeffi-
cients, k is the number of independent variables, and ¢ is the error associated with
the regression and assumed to be normally distributed with both expectation value

zero and constant variance [3].
The predicted value given by the regression model is then calculated as

k
v =B+ Bixi. (15)

=1
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The most common method to estimate the regression parameters (; is the mini-
mization of the sum of square errors. The equation is as follows [17]:

Bi = argmin+zn: (y - y;-)z- (16)
=1

4. Simulation and dataset generation

OPNET Modeler [16] provides a development environment for the specification,
simulation and performance analysis of networks. OPNET provides different tools
called editors (for instance Node and Process editors) to develop a representation of
a system to be modeled. The node model contains highly programmable modules
referred to as processors and queues. The logic flow and behavior of these modules
are defined by their process models.

In this study, we use OPNET Modeler as a simulation environment. Commu-
nication between nodes is performed by broadcasting messages. The processor at
each node extracts a data message from an input queue, processes it for a period
of time and when that period expires, it generates an output data message. A
processor becomes idle only when all its input queues are empty. The underlying
process model that controls queue modules’ behavior is OPNET’s built-in acb_fifo
model, which is given in Fig. 4. The “init” state is used to initialize the process
and setting the appropriate variables. If a packet arrives when the process is in
“init” state, the process transitions to the “arrival” state, else it transitions to
the “idle” state where it waits for packet arrival. The “arrival” state is used for
receiving packets and starting service. In the “arrival” state, if the server is not
busy then the process moves into the “svc_start” state, which in turn transitions
to the “idle” state, where it waits either for packet arrival or service completion.
While in the “idle” state, if the processing of a packet is completed, the process
moves into the “svc_comp” state. While in the “svc_comp” state, if the queue is
not empty, the process moves into the “svc_start” state [1].

(Iserver busy && insert ok)

(amval Il !queue_empry;

arrival

('queue_empty)

def )
svc_completion

' svc_cmp=service complete

def svc_strt=service start
svc_completion= service completion
def =default

Fig. 4 A typical process model for the queues.

250



Akay ML.F., Aci Q.i, Abut F.: Predicting the Performance Measures. ..

Synthetic traffic workloads have been used in OPNET simulation. Regarding
spatial distributions, we have used a collection of well-known distributions: bit
reverse, perfect shuffle, uniform and hot region. Bit permutations such as bit
reverse and perfect shuffle are those in which each bit d; of the b-bit destination
address is a function of the one bit of the source address [8]. Uniform traffic pattern
can be represented by a traffic matrix, where each matrix element A, 4 gives the
fraction of traffic sent from node s destined to node d. In the uniform traffic, the
destination node is selected using uniform distribution with the mean in range from
1 to N. In the hot region pattern, the destinations of the 25% of the packets are
chosen randomly within a small hot-region consisting of 12.5% of the nodes [2].
Tab. I lists the destination node selection for these traffic patterns.

Name Pattern

Uniform As,a =1/N

Bit reverse d; = bi41

Perfect shuffle | d; = s;_1modb

Hot region The 25% of the packets are sent to 12.5% of the node group

Tab. I Destination node selection for traffic patterns.

In the 2D SOME-Bus, if the destination of a message is not on the same 1D
SOME-Bus as the source, then the message is sent to an intermediate node for
retransmission. At that intermediate node the message may be queued or pass
through the bypass hardware without any queuing. If bypass is not possible for a
certain message, then that message is queued twice, once at some input queue in
one dimension and once in the output queue in the other dimension.

In our simulations, we utilized client-server (i.e. a server node sends packets to
respond to the reception of packets from clients) and asynchronous traffic modes.
The processing time (R) is assumed to be exponentially distributed with a mean
of 100 clock cycles. The message transfer time (7)) is assumed to be uniformly
distributed with mean in range from 5 to 100 clock cycles. The other parameters
of the simulation are the number of nodes in the system (selected as 16 and 64),
the initial number of threads run by each processor (selected as 4, 6, 8 and 10).
The outputs of the simulation are average channel utilization (i.e. percent of time
that the channel server is busy), average channel waiting time (i.e. average waiting

Predictor Variables Min. | Max. | Mean Standard
Deviation
T/R 0.10 1 0.55 0.29
Node number 16 64 40 24.02
Thread number 4 10 7 2.24
Spatial distribution of traffic 1 4 2.50 1.12
Spatial distribution of traffic mode 1 2 1.50 0.50

Tab. II Descriptive statistics of the predictor variables.
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time of a packet in the channel queue until it is transmitted on the link), average
network latency (i.e. the time between a request message is enqueued at the output
channel and the corresponding data message is received in the input queue), average
processor utilization (i.e. percent of time that threads are run by a processor) and
average input waiting time (i.e. waiting time of a packet in the input queue until
it is serviced by the processor).

The dataset obtained as a result of the statistical simulation includes 640 sam-
ples. Tab. II and Tab. III give descriptive statistics of the predictor variables and
performance measures, respectively.

Performance Measures Min. | Max. Mean Standard
Deviation
Average channel utilization 0.14 0.99 0.72 0.20
Average channel waiting time | 0.95 | 1627.33 | 377.46 381.98
Average network latency 18.98 | 6065.74 | 1529.87 1191.29
Average processor utilization 0.20 0.99 0.65 0.20
Average input waiting time 33.04 | 892.85 | 333.25 233.72

Tab. III Descriptive statistics of the performance measures.

5. Methodology

5.1 Motivation

The performance analysis of a multiprocessor architecture is a very crucial factor
in designing message passing multiprocessor systems. Very often, simulation is the
only feasible method because of the nature of the problem and because analytical
techniques become too difficult to handle. Simulation occurs at many levels, from
circuit to system, and at different degrees of detail as the design evolves. Execution-
driven and trace-driven multiprocessor simulations have been extensively used to
obtain a reliable and accurate prediction of the final design. One of the problems
with simulation is that although simulations can be done at a high level of ab-
straction, they still are extremely time consuming. There are several reasons why
this is the case. First, the benchmarks that need to be simulated typically con-
sist of several hundreds of billions of dynamically executed instructions. Second,
multiple of these benchmarks need to be simulated to cover a representative set
of applications. Third, the complexity of the target system reflects itself in the
complexity of the simulator making the simulator at least four orders of magnitude
slower than native hardware execution. Fourth, during design space exploration,
all benchmarks need to be simulated multiple times to identify the optimal design
for a given cost function covering performance, power, area, cost, and reliability.
Due to the reasons given above, one needs alternative methods to predict the
performance measures (average channel utilization, average processor utilization,
average network latency, average channel waiting time and average input waiting
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time) of a multiprocessor system without carrying out simulations for all different
values of the parameters such as the node number, thread number, traffic pattern
and traffic mode. With no doubt, the alternative methods will use machine learning
techniques such as MFANN and SVR which have shown big success in the solution
of learning problems on different fields.

5.2 SVR model

The type of kernel function, kernel function parameters, the value of C, and the
value of ¢ for the e-insensitive loss function are the major components that affect
the quality and performance of a SVR model. We chose to use the RBF kernel for
developing our SVR model. The parameter that should be optimized for the RBF
kernel is the function parameter ~.

It is not known beforehand which C, eand ~ are the best for a given regression
problem, therefore some sort of parameter search must be conducted. The purpose
is to find optimized values of the triple (C, ¢, ) so that the regression model
can predict testing data with minimum error. Many methods for selecting the
optimal parameters have been proposed, for example, cross validation, grid search
[22], particle swarm optimization [11], genetic algorithm [9], etc. For medium-sized
problems, the grid search method is an efficient method for finding the optimum
values of C, € and «. In grid search, the parameters are varied by fixed step-
sizes through a range of values, and the performance of each set of parameters
is measured and compared. When performing a search for optimal parameters,
different criteria such as maximizing correlation coefficient, minimizing root mean
squared error or mean absolute error can be used for determining the optimum
function value. To improve the generalization ability, grid search can use a cross
validation process. In k-fold cross validation, the original dataset is partitioned
into k subsets. Of the k subsets, a single subset is retained as the validation data
for testing the model, and the remaining £ — 1 subsets are used as training data.
The cross validation process is then repeated k times (the folds), with each of the
k subsets used exactly once as the validation data. The k results from the folds
then can be averaged (or otherwise combined) to produce a single estimation.

In this study, we used grid search together with 5-fold cross validation to de-
termine the best values of C, € and ~y. To guarantee that the models developed by
using SVR are valid and can be generalized for making new predictions regarding
new data, the dataset is partitioned into training and independent test sets via a
10-fold cross validation. Fig. 5 shows the flowchart of our SVR-RBF model for a
single fold. Initially, the train and test subsets are normalized. This process avoids
predictor variables in greater numeric ranges dominate those in smaller numeric
ranges and the computational difficulty associated with using larger numeric val-
ues. For each value of (C, €, v) triple, 5-fold cross validation is conducted on the
training subset and root mean squared errors of each prediction are calculated. The
(C, €, ) triple that yields the lowest overall root mean squared error is chosen for
training the train subset. The prediction model is developed after training subset
is trained with the optimized values of C', € and ~. Lastly, the prediction model is
used to estimate target values in the test subset.
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Train the new train subset with the
optimized parameters to obtain the SVR
predictor model

\
Use the SVR predictor model to predict |
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Fig. 5 SVR model using grid search to optimize model parameters.

5.3 MFANN model

Back-propagation MFANN is used to develop a model for predicting the perfor-
mance measures. The performance of an MFANN depends on the number of hidden
layers and the number of neurons in each hidden layer. The less neuron used, the
less information will be obtained; in contrast, the local minimum may increase,
and the network may converge to a local minimum mostly. Thus the network’s
precision will fall. However, there is not a rule in defining the number of neurons
in a hidden layer. In general, the optimal number is empirically chosen based on
the physical complexity of the problem. In this study, the number of hidden layers
and the number of neurons in the hidden layer are selected by trial-and-error for
all MFANN prediction models.

The inputs and outputs are normalized before training the networks. The ac-
tivation function in the hidden layer is a sigmoid function and a linear function
is used in the output layer. The Levenberg-Marquardt algorithm is utilized for
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training the networks. The other important parameters of the MFANN models
are the number of epochs, the learning rate and momentum. The values of these
parameters have been selected as 500, 0.3 and 0.2, respectively, due to fact that
using these values yielded the lowest RMSE’s for the prediction models.

6. Results and discussion

The performance of all models are evaluated by using 10-fold cross validation and
calculating the R, RMSE, MAE, RAE and RRSE, whose formulas are as

(¥ - v

1 — 5
MSE = —E:Y—Y’ 1
RMS ”H( ) (18)

_1 - /
MAE = n;w Y|, (19)

RAE =

RRSE =

In (17) through (21), Y is the actual value, Y'is the predicted value, Yis the mean
of the actual values, Y'is the mean of the predicted values and n is the number of
samples in the test set.

Tab. IV and Tab. V show the values of the utilized parameters of SVR-RBF and
SVR-Linear for reproducibility purposes of the presented results. The compared
convergence curves of RMSE’s in training process for each machine learning method
are given in Fig. 6 through Fig. 10. The performance of the prediction models are
summarized in Tab. VI through Tab. X, which shows the R, RMSE, MAE, RAE
(%), and RRSE (%) for the prediction of the average channel utilization, average
channel waiting time, average network latency, average processor utilization and
average input waiting time, respectively. Fig. 11 illustrates the percentage decrease
rates in RMSE’s of the predicted variables for SVR-RBF, SVR-Linear and MFANN
methods compared to RMSE’s obtained by MLR. Finally, Fig. 12 through Fig. 16
show the scatter plots for each performance measure using the SVR-RBF method.
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Performance SVR-RBF Parameters
Measure Epsilon (¢) | Loss | Gamma (v) | Cost (C)
Channel utilization 0.001 0.1 0.1 1900
Channel waiting time 0.001 0.1 0.3 4000
Network response time 0.010 0.8 0.8 5000
Processor utilization 0.001 0.1 0.3 1200
Input waiting time 0.001 0.1 0.2 1100
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Tab. IV List of the values of the utilized SVR-RBF parameters.

Performance SVR-Linear Parameters
Measures Epsilon (¢) | Loss | Cost (C)
Channel utilization 0.001 0.01 700
Channel waiting time 0.001 0.10 1500
Network response time 0.200 0.01 1600
Processor utilization 0.001 0.08 1200
Input waiting time 0.001 0.01 900

Tab. V List of the values of the utilized SVR-Linear parameters.

Models R | MAE | RMSE | RAE (%) | RRSE (%)
SVR-RBF | 0.92 | 0.05 | 0.07 37.12 3744
MFANN 0.90 | 0.06 | 0.8 40.66 4387
SVR-Linear | 0.70 | 0.11 | 0.14 69.95 71.30
MLR 069 | 0.15 | 0.8 89.80 89.65

Tab. VI Results for prediction of average channel utilization.

Models R | MAE | RMSE | RAE (%) | RRSE (%)
SVR-RBF | 0.97 | 42.73 | 82.62 13.04 21.63
MFANN 0.96 | 53.88 | 96.99 17.97 25.39
SVR-Linear | 0.91 | 116.37 | 153.71 35.52 40.24
MLR 0.91 | 127.51 | 161.14 38.92 1218

Tab. VII Results for prediction of average channel waiting time.

Models R | MAE | RMSE | RAE (%) | RRSE (%)
SVR-RBF | 0.97 | 184.60 | 277.96 19.76 23.31
MFANN 0.96 | 245.09 | 331.83 26.24 27.83
SVR-Lincar | 0.92 | 380.97 | 520.12 37.56 38.16
MLR 0.87 | 462.36 | 629.08 19,50 52.76

Tab. VIII Results for prediction of average network latency.
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Models R | MAE | RMSE | RAE (%) | RRSE (%)
SVR-RBF | 0.94 | 0.05 | 0.06 34.96 35.73
MFANN 091 | 006 | 007 35.40 40.01
SVR-Linear | 0.76 | 0.10 | 0.12 59.47 64.77
MLR 074 012 | 0.14 72.83 73.64

Tab. IX Results for prediction of average processor utilization.

Models R | MAE | RMSE | RAE (%) | RRSE (%)
SVR-RBF | 0.97 | 39.48 | 53.66 19.96 22.95
MFANN 0.96 | 49.39 | 63.04 24.97 26.96
SVR-Linear | 0.92 | 72.75 | 90.34 36.79 38.64
MLR 0.91 | 84.97 | 105.90 42.97 45.32

Tab. X Results for prediction of average input waiting time.

6 T T T T T T T T
—+— SVR-RBF
g —*— MFANN
—©O— SVR-Linear| |

RMSE
w

0 50 100 150 200 250 300 350 400 450
Epochs

Fig. 6 Convergence curves of RMSE for channel utilization.

The following observations could be gained from the results:

e In general, the results show that the SVR-RBF method performs much bet-
ter than SVR-Linear, MFANN and MLR methods, independent of whether
the average channel utilization, average channel waiting time, average net-
work latency, average processor utilization or average input waiting time is
predicted. Similarly, MFANN-based prediction models yield more accurate
results than SVR-Linear-based and MLR-based prediction models, and fi-
nally SVR-Linear-based prediction models lead to better results than the
ones obtained by MLR-based prediction models.

257



Neural Network World 3/15, 241-265

T
—— SVR-RBF

—*— MFANN

1400 —o— SVR-Linear| |

RMSE

0 100 200 300 400 500 600
Epochs

Fig. 7 Convergence curves of RMSE for channel waiting time.
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Fig. 8 Convergence curves of RMSE for network response time.

e It is not known beforehand whether or not the characteristics of the per-
formance measures are nonlinear. The performance of both the SVR-Linear
and MLR models are significantly lower than that of SVR-RBF and MFANN
models. This result suggests us that the performance measures have nonlinear
characteristics.

e The SVR-RBF model yields the lowest error (RMSE = 0.06) for the predic-
tion of average processor utilization.
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Fig. 9 Convergence curves of RMSE for processor utilization.
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Fig. 10 Convergence curves of RMSE for input waiting time.

e The MFANN model yields the lowest error (RMSE = 0.07) for the prediction
of average processor utilization.

e The SVR-Linear and MLR models yield the lowest error (RMSE = 0.12 and
RMSE = 0.14, respectively) for the prediction of average processor utilization.

e The R of all SVR-RBF models is over 0.92, whereas the R of all MFANN
models is over 0.90. The R of all SVR-Linear and MLR models is over 0.69.
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Fig. 11 Percentage decrease rates in RMSE’s of predicted performance measures
for SVR-RBF, MFANN and SVR-Linear compared to RMSE’s obtained by MLR.
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Fig. 12 Scatter plot of actual channel utilization vs. predicted channel utilization
using SVR-RBF.
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Fig. 13 Scatter plot of actual channel waiting time vs. predicted channel waiting
time using SVR-RBF.
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Fig. 14 Scatter plot of actual network response time vs. predicted network response
time using SVR-RBF.
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Fig. 15 Scatter plot of actual processor utilization vs. predicted processor utilization
using SVR-RBF.

e For all performance measures, as compared to the RMSE’s obtained by MLR,
the maximum percentage decrement rates in RMSE’s obtained by SVR-RBF,
MFANN and SVR-Linear are 58.20%, 51.07% and 20.42%, respectively.

e The training phase for SVR-RBF model consumes the longest time, as com-
pared to that of the other methods. This is because of the usage of the grid
search algorithm in the SVR-RBF model to compute the optimum values of
the related parameters.

e The execution times of the SVR-RBF and SVR-Linear prediction models
range from 6 to 30 seconds. The execution times of MFANN models are
between 1 and 2 seconds. MLR models have negligible execution times (close
to zero).
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Fig. 16 Scatter plot of actual input waiting time vs. predicted input waiting time
using SVR-RBF.
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Fig. 17 RMSFE of the test set for varying dataset sizes.
e Since there is no training phase in MLR, the MLR models produce results
much faster than MFANN and SVR prediction models.

e The lowest RMSE’s have been observed for prediction of average processor
utilization and average channel utilization. This is due to the fact that the
range of processor and channel utilizations is between 0 and 1.

e The highest RMSE’s have been observed for prediction of average network
latency because the gap between the minimum and maximum values of the
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average network latency is the highest compared to that of the other perfor-
mance measures.

e Additional experiments have been conducted with different sample sizes to
predict average network latency. Fig. 17 shows the RMSE of the test set for
dataset sizes of 160, 320, 640 and 1280 samples using SVR-RBF, MFANN and
SVR-Linear as regression methods. It is clearly seen from Fig. 12 that RMSE
of the test set decreases considerably as the dataset size is increased from 160
to 640 samples; however we do not observe a significant difference when the
dataset size is further increased from 640 to 1280 samples. Therefore, using
640 samples in our dataset is enough in order not to increase the training
times of MFANN and SVR.

7. Conclusions

The dynamic, large scale applications which will run on a petaflops-scale com-
puter will require very high data rates and small latencies in order to be successful.
Through advances in devices and optical technology, the 2D SOME-Bus intercon-
nection network has become a realistic, highly competitive candidate which achieves
the necessary high bandwidth, low latency and large fan-out, and promises to de-
liver the necessary performance. Obtaining the performance measures of the 2D
SOME-Bus multiprocessor architecture for different values of the message passing
parameters is an important task and simulation is a time-consuming process for
this operation. In this paper, we developed data-driven SVR-RBF, SVR-Linear
MFANN and MLR models to predict the performance measures of the message
passing 2D SOME-Bus multiprocessor architecture. These models let us estimate
the values of the performance measures accurately and fast without running the
time-consuming simulation. Among the models, the SVR-RBF model shows the
best performance for predicting the performance measures of the message passing
2D SOME-Bus multiprocessor architecture.
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