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Abstract: Artificial neural network (ANN) model has been used for years to con-
duct research in stock price prediction for three reasons. First, it has a higher
prediction accuracy rate in empirical research. Second, it is not subject to the
assumption of having samples from a normal distribution. Third, it can deal with
non-linear problems. Nevertheless, the accuracy of prediction relies on the param-
eter settings of neural network as well as the complexities of problems and the
neural network architecture; the results of the analysis could be even more signifi-
cant with the selection of optimal parameters and network architecture. Currently,
as a way of setting parameters, most researchers employed the trial and error
method. However, this method is very time-consuming and labor-intensive and
may not result in the optimal parameters. Therefore, this research took advantage
of a back propagation neural network (BPNN) for the purpose of parameter opti-
mization through constructing a model of stock price prediction, applying design
of experiment (DOE) to systematize experiment scheduling, and methods of main
effects analysis and interaction analysis. The research used two datasets of finan-
cial ratios from 50 blue chip companies in Taiwanese stock market and 40 listed
American banks in New York stock exchange as experimental samples. Research
results showed that the correlation forecasting, root mean squared error (RMSE),
and computing time, which can effectively increase the accuracy of stock price
prediction, are better than traditional statistical methods and conventional neural
network model.
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1. Introduction

Among diversified financial products, stock is an investment tool which is public
and easy to obtain information. Stock price movements mean profits or losses on
investments, and the ultimate purpose of investment and financial management
is to gain maximum profits through minimum costs. Regardless of the means of
evaluation to predict price, the stock price movement has always been the focus
of concern not only for individual or institutional investors, but also for academic
research.

Generally speaking, financial statements include an income statement, a bal-
ance sheet, a statement of stockholders equity and a statement of cash flows. The
result of utilizing financial statements to analyze past operations or to evaluate
current financial performance for the purpose of determining company stability is
predictable [1]. Moreover, the investment behavior of investors is easily affected
by accounting information released by each company [2]. Many scholars have fo-
cused their research on the relationship between company profitability and stock
returns, and the research results proved that accounting information can be a ref-
erence base for investors to understand more about the business operations of each
company [3-7]. Consequently, financial statements can provide information about
financial position, business results, profitability and growth capacity of a company
for investors as references of decision-making and investment planning.

The financial ratios are used to understand a company’s financial information,
such as a company’s solvency, operating performance, operating capacity, growth
potential and corporate risk. A variety of investors and stock market analysts uti-
lize financial ratios to analyze the value of potential investment in a company [8-9].
However, there is often a non-linear relationship among related financial variables;
unlike the analysis tools of artificial intelligence, traditional regression analysis
cannot be used to more effectively simulate the non-linear relationship between fi-
nancial variables. Nevertheless, for sales prediction [10], consumer preference [11],
company financial diagnosis [12-13] and stock trading prediction [14-15], artificial
neural networks (ANN) has been proven effective by numerous researchers. In
addition, Chen (2012) discovered that in the application of predicting financial ra-
tios, ANN has been proved to be more effective than traditional logistic regression
and discriminant analysis methods [16]. Because of its effectiveness being applied
to financial ratios, ANN has been used to determine the financial soundness of a
company by many researchers [17], such as the application of bankruptcy predic-
tion. Moreover, concerning stock price prediction, Dunis and Jalilov (2002) used
the neural network regression (NNR) to construct the financial forecasting models
and financial trading models for international stock markets [18]. Enke and Tha-
wornwong (2005) indicated that there is a non-linear relationship between financial
variables and the financial markets, and thought that ANN can effectively explore
the relationship [19]. Lipinski (2005) discovered stock buying, selling and hold-
ing strategies through self-organizing maps and the K-means algorithm [20]. Zhu
(2008) used ANN to analyze the effect of stock trading volume on the predictive
ability to short-term, medium-term and long-term stock investment [21]. Al-Qaheri
et al. (2008) applied three methods, rough set, genetic algorithms and ANN, to
predict the stock price [22].
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Empirical research has proven that ANN has a higher prediction accuracy rate,
not being subject to the assumption of having samples from a normal distribu-
tion, and having no non-linear problems that variables have to deal with. Also,
strengths of the ANN model include having less hypothesis restrictions and more
capability of dealing with non-linear problems. However, the strength of the pre-
diction function of ANN relies on the parameter settings, network architecture
design, and the complexity of problem. If appropriate parameters and network ar-
chitecture are selected, then the results are even more significant. Currently, most
researchers manually adjusted the parameters to determine the optimal parame-
ters of the neural network based on prior self-experience, recommendation settings
in the literatures, or trial and error method adoption [23]. However, it may not
be objective if the experimental parameters are determined merely by the experi-
ence of researchers. By doing so, only one factor variable can be changed at one
time, the interaction between factors may not be able to be discussed, obtaining
optimal parameters is very time and labor intensive, and the parameters found by
the trial and error method may not be the optimal combination. Thus, instead of
the traditional trial and error method which manually adjusts the parameters, this
study employed the Design of Experiment (DOE) to establish a systematic research
method for parameter design optimization, and developed a systematic prediction
model to improve the accuracy of stock price prediction. The main purposes of
this research are summarized as follows:

(1) in order to effectively increase the performance of back propagation neural
network, this research took advantage of an experimental design to build a
model for stock price prediction, and used financial indicators as research
variables.

(2) in order to improve the weakness of the traditional trial and error method,
specifically that manually adjusting the parameters is very time consuming,
this research aims at assisting researchers in systematically conducting ex-
periments through an experimental scheduling for saving time and costs, and
conducting empirical research for the purpose of upgrading the prediction
capacity of the model.

2. Literature Reviews

2.1 Back-Propagation Neural Network (BPNN)

A back-propagation neural network (BPNN) was first proposed by Werbos in 1974
[24], and its structure included:

(1) Input Layer: used to present the input variables of the network where the
number of neurons are set based on the research questions.

(2) Hidden Layer: used to show the interaction between neurons. The numbers
of hidden layers can be set according to the complexity of research problems,
and the numbers of layers being set may impact the convergence effect of the
neural network. In general, the optimal numbers of layers are determined by
the trial and error method.
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(3) Output Layer: used to display the output variables of the network where the
number of neurons are set based on the research questions.

Basic principles of BPNN use the concept of the gradient steepest descent method
to transmit data from the input layer to the hidden layer. After calculating and
transforming data, the results will be transmitted to the output layer. When the
gap between the output value and the actual value is calculated, the data will be
returned to the hidden layer to correct weights. Through the process of constantly
adjusting the magnitude of weight changes, error function between the output
value of the network and the actual value will be minimized to achieve the network
training until the error has been converged to the preset condition. The adjusted
magnitude of the network and the error function to the sensitivity on weights are in
direct proportion, i.e., the error function and the size of weighted partial differential
value are in direct proportion. The relationship is shown as Eq. (1).

∆W = −η(∂E/∂W ) (1)

Where ∆W is weight correction, η is learning rate used to control the magnitude
of each weight correction, and E is error function. The definition of E is shown as
Eq. (2).

E =
1

2

∑
(Tj − Yj)

2 (2)

Tj : j-th output unit of target output value (actual value) at the output layer
Yj : j-th output unit of network output value at the output layer

ANN is widely applied to the scope of financial prediction. Yao, Lim and Poh
(1995) employed BPNN combined with data of previous day’s closing price, moving
average (MA), momentum, relative strength index (RSI) and stochastics (KD)
to predict the next day’s closing price of the stock market in an emerging stock
market—Kuala Lumpur Stock Exchange—and compare the prediction accuracy
with the autoregressive integrated moving average (ARIMA) time series model
[25]. Results discovered that compared with ARIMA, the three-layer (6-4-3-1)
ANN has a better prediction results and rate of return. Ramazan (1996) took
the moving average method as a indicator while utilizing ANN to determine when
to buy or sell stocks, and used two linear models—the auto-regression (AR) and
the generalized autoregressive conditional heteroskedastic (GARCH) model—and
a non-linear model, BPNN, for prediction [26]. Results showed that the predictive
ability of the nonlinear BPNN is better. Fu and Xu (1997) integrated the genetic
algorithm (GA) and the ANN model to predict the Shanghai stock index for the
future trend. The results revealed that the predicted effect of short-term stock
price prediction is great if the GA is applied with the ANN model [27].

2.2 Design of Experiment (DOE)

Design of Experiment (DOE) is proposed by Fisher in 1920, and applied to the ge-
netic research on wheat varieties. The development of design of experiment can be
divided into four periods. The first period is the agricultural period in 1920; Fisher
proposed the analysis of variance (ANOVA) and applied the concept of design of
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experiment to increase the production of agricultural products. In the application
of the design of experiment, Fisher has stressed three important basic principles:
randomization, replication and blocking. In 1980, Dr. Taguchi [28,29] proposed
robust parameter design, at this time, design of experiment has officially entered
the 3rd period. Due to the Taguchi method which is simple and easy to learn, and
convenient to apply, engineers without statistical backgrounds love it. Meanwhile,
western statistical scholars such as Box and Meyer [30], Nair [31] and Leon [32]
have criticized the Taguchi method severely, which has also brought into the broad
discussion and application of western scholars on the design of experiment, and
further devoted into the study of the design of experiment. Design of experiment is
therefore entered the fourth period. Many R&D has introduced engineer knowledge
into the design of experiment, and further increase the applicability and efficiency.

Today, design of experiment has been broadly applied in agriculture, medical,
commercial and manufacturing industries, and also has significant status in the
scientific and industrial field [33]. Design of experiment finds the key variables
through experiment, and improves the product quality, and further lowers the
experiment frequency and shortens experiment time and improves the economic
benefits of experiments. Currently, the known experiment arrangement has at
least the following methods:

(1) Trial-and-error method

The trial and error method is completely based on personal experience and
instinct to select experiment parameters. No data analysis needs to be pro-
cessed, it is not a systematic method and depends on personal experience
too much, and the trial-and-error experience is also difficult to pass it on to
others.

(2) One-factor-at-a-Time (OFAT)

Only one factor is changed in each experiment, and other factors maintain
in the original level until a satisfying effect appears. This experiment cannot
prior predict the experiment frequency and budget, and the experimental
treatment also cannot assure whether it is impacted by other factors [34].

(3) Full-factorial-experiments

The treatment of full factorial level will all appear in the experiment, and the
reaction value of the treatment will be compared to find the best one. This
method can find the best experimental treatment; however, the cost is too
much, especially when the considering factors or levels increase, and it often
leads to an oversized experiment scale and further resulted in incompletion.

As the above-mentioned, three methods all have its unavoidable shortcomings,
therefore, Box and Hunter have applied the relationship defining method in 1961
to implement a specific part of the experiment, and it is also able to obtain the
information on whether main effect and low stage interaction effect will have impact
on product quality, this design is called “fractional factorial design”, and they are
currently widely applied in various product and process improvement field [33].
Fractional factorial experiments can be applied in three major objects: screening
factors, optimization, and stability test. It applies some part of the full factorial
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experiment to process experiment and statistical analysis, its purpose is to apply
fewer experiments to obtain similar analysis result with the full-factorial design.
Taking 2 levels and 4 factors as an example, if the full factorial design is applied,
then 16 treatments will need to be processed. If fractional factorial design and half
faction experiment is applied, then it is called 24−1 fractional factorial experiment,
and only 8 experiment treatment will be needed. Therefore, 2k−p factor design
has great assistance on screening important factors and saving cost. This research
will explore how to effectively find and improve the ANN parameters when time
and cost are under control through the design of experiment and expect to develop
more potential application values for ANN.

2.3 Related Studies about DOE and BPNN
for Time Series Forecasting

The ARIMA model presented by Box and Jenkins (1976),also known as the Box–
Jenkins approach, has been widely applied and designed into the linear time series
data corresponding to the ARIMA(p, d, q) structure [35].On the other hand, back-
propagation neural networks with hidden layers are capable of modeling non-linear
time series data. In the real world, most time series datasets are non-linear rather
than linear, and neural network models outperform ARIMA models in many of
these cases [36]. Researchers have recently begun using neural networks in finance
engineering. Kaastra and Boyd (1996) discussed the application of neural network
models into financial time series and modeled the forecasting process [37]. Zhang
and Hu (1998) used a back-propagation neural network to forecast an exchange rate
between the British pound and US dollar [38]. More recently, Yao et al. (2000)
claimed the performance of a back-propagation neural network model is superior to
the traditional Black–Scholes model for option price forecasting [39]. A substantial
literature has been developed on the use of neural networks in financial time series
forecasting. Chen et al. (2013) used an adaptive network-based fuzzy inference
system (ANFIS) model to predict stock prices and directions for companies listed
on the Taiwan Stock Exchange Capitalization Weighted Stock Index (TAIEX). The
results indicated that the neural network model outperforms the multivariate model
[40]. However, of the various ANN models in time series forecasting, the potential
of the BPNN model has not been fully exploited due to several short-comings such
as long training time, local minima issues, the lack of a fair and robust evaluation,
and the lack of a proper network structure for effective modeling and forecasting
[36].

In recent years, Balestrassi et al. (2009) proposed the full DOE design to tune
suitable parameters of a multilayer perceptron neural network [41]. They tried to
integrate the DOE into the ANN framework to forecast electricity demand of six in-
dustrial users in Brazil by using historical hourly time series. The empirical results
showed that integrating DOE with the ANN model could obtained better perfor-
mance than nonlinear autoregressive models. Their findings also suggested that
the neural network models were quite competent for forecasting short-term time
series datasets. Hsieh et al. (2011) integrated the DOE with BPNN to implement
a robust DOE-based predictor [42]. As input components, they adopted technical
indicators from seven publicly-listed companies in Taiwan. This hybrid system as
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then used to forecast stock prices by a one-step sign rate. Empirical results showed
that the proposed model could provide improved forecasting performance of stock
prices.

Several studies have investigated the use of ANNs through experimental simula-
tions. The literature survey on DOE and BPNN for stock price forecasting reveals
three major drawbacks: (1) a lack of fair feature selection for input variables, (2)
a lack of nonlinear and medium/long-term time series forecasting and (3) a lack of
comparison with other artificial intelligence approaches. Therefore, the primary re-
search motivation of this study is to integrate DOE and BPN to forecast nonlinear
and seasonal time series, specifically real-world financial datasets for the Taiwan
stock market and New York stock exchange. The stepwise regression method is
used to select suitable financial indicators as the input variables. The seasonal
accounting reports are then used as the experimental datasets to investigate per-
formance for medium-term time series forecasting. Finally, the results produced
using the proposed method is compared with those using other traditional statis-
tical methods and artificial intelligence approaches.

3. Research Methodology

3.1 Research Materials

This research applied the financial statement of Taiwan 50 Index in the Taiwan
Stock Exchange Corporation (TSEC) stock market and 40 listed American banks
in New York stock exchange (NYSE) as the analysis dataset. The data sampled is
the seasonal report of the first season, the third seasonal, the semi-annual report,
and the annual report. The Taiwan 50 Index companies are the leading listed
companies of TSEC stock market, including cement, electronics, textiles, plastics,
and financial holding companies. There are only 50 stocks chosen as constituent
stocks, however, the total market value of constituent stocks already accounted 70%
of the total market value of TSEC stock market, and the correlation coefficient of
Taiwan 50 Index and TAIEX has also reached more than 98%, which shows that
there is a relatively high correlation between them.

In addition, this research divided the dataset into two sub-datasets based on
the subprime mortgage crisis in the U.S. The first sub-dataset is the financial ratio
of Taiwan 50 Index companies from the first season of 2007 to first season of 2008,
which has a total of 184 data. The second sub-dataset is the financial ratio of
Taiwan 50 Index companies from the first season of 2010 to the fourth season of
2011, which has a total of 199 data. The purpose of applying two sub-datasets of
Taiwan 50 Index is to verify whether the proposed model has the prediction ability
that will not impact by the world economy status and local business cycle. This
study also adopted 40 famous American banks listed on the NYSE, including 20
suffering financial distress and 20 operating normally. The experimental period was
primarily from January 2006 to December 2009, amounting to 4 years coinciding
with the recent financial crisis. The American banks datasets and experimental
results are discussed in detail in Section 4.3.
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3.2 Research Variables

The stepwise regression method fits the independent variables to the simple re-
gression model and process F test, and then inspects the significance level of each
variable. The standard value of the significance level is set as 0.05. Variables
which fail to meet this threshold are discarded, while the remainder is selected for
multiple linear regression according to their significance level [43]. The F test will
be processed again on the variables included in the model after a variable is se-
lected. If the significance level of the variable is lower than the standard value, the
variable will be eliminated from the model. The procedure of the selection repli-
cation and variable elimination will be processed until all variables are inspected.
This research refers to literature [44] [45] and applies stepwise regression method
to process the screening of study variables.

Tab. I Financial variables.
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This research referring to the related literature [44,45,46], and applied the 54
commonly used financial indicators as the independent variables, and further ap-
plied Eq. (3) to find the variables that have major impacts on the stock price
with stepwise regression method as the input variable of back propagation neu-
ral network. In Eq. (3), y refers to the stock price on the 5th business day after
the seasonal financial statement publication date, X refers to the 54 financial ra-
tios that measure the asset structure, asset management ability, operation ability,
market value and liquidity, and t is the publication date of the quarterly financial
statement. To measure the medium-term effect after the disclosure of the quarterly
financial statement, this research applied the stock price on the 5th business day
after the publication date as the output variable.

yt+5 = f(ln X1t, ln X2t, . . . , ln X54t) (3)

Tab. I shows the 16 significant output variables screened through stepwise regres-
sion. These 16 financial ratios include financial leverage, asset management, short-
term repayment ability, earning power and market value, which is applicable for
the follow-up data analysis and handling for the study.

3.3 BPN Model Construction

This research applied steepest descent method to look for the weight changes and
allow a minimum error. According to previous studies [47, 48, 49], there are many
conditions that converge the neural network: (1) when the root mean square error
(RMSE) of the actual value and the prediction value is closed to a certain default
value [42]; (2) when the default training iteration is achieved. This research ap-
plied the above-mentioned methods to gradually increase the ANN training time to
further reduce RMSE value until RMSE is steady and appropriate. The definition
of RMSE is shown as Eq. (4):

RMSE =

√√√√ 1

N

N∑
i=1

(di − yi)2 (4)

In which, N, di, and yi respectively represent training sample amount, the actual
value of the i-th training sample and the prediction value of the i-th training sample.

If more training datasets can be provided and more detail classification can
be processed, then the prediction result will be more consistent. For the back
propagation neural network, the training and validation datasets were limited to
the functional value. Therefore, this study adopted the min-max scaling method
to handle the data normalization process and the data have to be standardized
according to Eq. (5):

PN =
P − Pmin

Pmax − Pmin
× (Dmax −Dmin) +Dmin (5)

where PN is the standardized data, P is the former data, Pmax is the former
data with maximum value, Pmin is the former data with minimum value, Dmax is
the standardized data with maximum value, Dmin is the standardized data with
minimum value, and the value of the standardized data is in a range of [-1, 1].
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3.4 DOE 2k−p Model Construction

Design of experiment is usually processed in two stages. The first stage will find
the significant factor and further effectively control it. The second stage will focus
on the significant factors to find out the working interval. Finally, the experiment
data will apply the ANOVA to calculate the contribution of the interaction effect
between each factor, and the factor contribution will further be used to identify
the significant factors.

When applying full factorial design of experiment, if there are a lot of factors,
the computation cost and execution time of the experiment conductor may all be
impacted. The 2k−p fractional factorial experiment is a high performance screening
experiment method. The experimental frequencies of Montgomery’s 2k full factorial
design will increase significantly according to the increasing factor number, K,
such as 23 = 8, 24 = 16, and 26 = 64 [50]. In the other way, 2k−p fractional
factorial experiment has k factors, each factor has two levels, and finally has 2k−p

experimental frequencies. To simply the experiment combination, the full factorial
design is designed to the 2k−p fractional factorial design of experiment. However,
taking 26 as an example, 64 experiments will make 63 total degree of freedom,
in which, there are only 6 degree of freedom are main factor effect, 15 degree of
freedom is the interaction effect of the two factors. However, there are 42 degree
of freedom are under the interactions of 3 and more factors. Therefore, it can
assume that multiple factor interaction effect is not significant, thus only partial
experiment of the 2k experiments need to be done to understand the main factor
effect and low level factor interaction effect. 2k−p fractional factorial experiment
will then be created. It can be seen that 2k−p fractional factorial experiment is
currently the most commonly used statistical sampling method.

To conclude, to save the time and cost of the experiment, and obtain better
data with less experiment, this research applied the two level fractional factorial
(2k−p) design of experiment to explore the interaction effect relation between the
structural parameters, learning parameters, and reaction variables during ANN
training.

4. Experimental Results and Discussion

4.1 Experimental Results

In comparison with the traditional regression analysis, to effectively improve the
prediction accuracy, this research has combined design of experiment and back
propagation neural network to construct stock price prediction model. However,
previous studies mostly applied trial and error method to process manual adjust-
ment setting on the parameter setting of ANN. To lower the time cost created by
trial and error and further improve the prediction rate of ANN, this research ap-
plies design of experiment method instead of the traditional trial and error method
to process ANN parameter optimal design. In this section, we used the Taiwan 50
Index in TWSE stock market as an example to illustrate the experimental process.

• Step 1: Select the financial ratio of the Taiwan 50 listed companies in TWSE
stock market as the sample
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The Taiwan 50 Index is applied as the analysis dataset, and the financial
ratio of Taiwan 50 Index listed companies in between the first season of 2007
and the first season of 2008 is used as the output variable. The 54 financial
ratio is used as the research variables, and the stock price on the 5thbusiness
day after the financial statement publication date is the output variable.

• Step 2: Screen variations with stepwise regression

54 variables are applied through stepwise regression to find out the 16 vari-
ables that has major impacts on the stock prices as the output variables of
back propagation neural network. In this research, the statistical significance
level is 0.05 and the variables obtained are shown as Tab. I.

• Step 3: Validate experiment factor and quality characteristic

This research applies the four parameters of hidden layer neurons number,
learning rate, momentum, and Epoch in the ANN learning process as the
design of experiment factors according to literature exploration [42], and
every factor has 2 levels, as shown in Tab. II. It is explained in Tab. II
that level is the quantitative state of a factor considered in the experiment,
such as the factor of the hidden layer neurons number, N considers to process
experiments respectively in low level (N = 8) and high level (N = 20), or
observe the convergence effect of Epoch in low level (Epoch = 20,000) and
high level (Epoch = 40,000).

Too few hidden neurons in the neural network model could result in a high
training error and high generalization error due to underfitting [50]. Too
many hidden neurons could results in a low training error, but produce a
high generalization error due to overfitting [50]. In this study, the number of
neurons in the hidden layer is decided on a rule of thumb [51,52], which holds
that (a) be between the input and output layer size, (b) is set to something
near (inputs+outputs) * 2/3, or (c) is never larger than twice the size of the
input layer. Therefore, this parameter is set to between 8 and 20.

In the back propagation neural network, a lower learning rate would result
in overly slow network learning, but a higher learning rate could cause the
objective function to diverge. In the traditional approach, the neural network
is trained at a constant learning rate, a tedious process of trial and error.
With DOE training, there is no need to use a constant learning rate. In this
study, this parameter is set to between 0.3 and 0.9 following Saarinen et al.
(1993) [53], Sarle (1999) [54], and Hsieh et al. (2011) [42].

The BPNN model suffers from two main disadvantages a longer training time
and slow convergence. The momentum is thus used to speed up the training
process of neural network model. In this study, this parameter is set to
between 0.5 and 0.9, following Hsieh et al. (2011) [42], Sheela and Deepa
(2011) [55].

The number of training cycles depends on the learning rate and momentum,
making it necessary to choose the most suitable values for the parameter.
In the traditional approach, the maximum number of epochs is always very
high, the termination of the network learning process is set according to the
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validation set or the MSE. In this study, this parameter is set to between
0.5 and 0.9, following Sarle (1999) [54], Hsieh et al. (2011) [42], Sheela and
Deepa (2011) [55].

Item Control factor
Level

1 (Low) 2 (High)
N Number of neurons in the hidden layer 8 20
LR Learning rate 0.3 0.9
M Momentum 0.5 0.9
Epoch Number of epochs 20,000 40,000

Tab. II The level settings for each control factor.

• Step 4: Establish stock price prediction model

This research applies 24−1 fractional factorial experiment, and processes 3
replications to lower the variation of the experiment and increase the accuracy
of the experiment. It adds a central point in the high and low experiment level
to explore whether there is a non-linear reaction value between the high and
low levels. The design of the two levels is often assumed to be a linear relation,
whether there is a curvilinear relation between the two points can be seen by
adding a central point. Therefore, this research has added 6 central points
to process the high and low level curvature inspection. The major reason
for this research chooses to process three replications are if only the single
replicate is processed then the variation of the experiment will be severe.
Therefore, to maintain the stability of the experiment, more replication is
chosen to be done instead of processing more experiment treatments. Then
an experiment is processed with the planned factor level parameter value to
cope with fractional factorial design of experiment. In order to evaluate the
prediction performance, the proposed approach could be expressed with two
performance indicators: testing R (TR, Pearson correlation), and the RMSE.
The result of the experimental factor combination and reaction value is shown
as Tab. III.

In statistics, the Pearson correlation is defined as the strength and direction
of the relationship between the measured and predicted output values of the
output variable. A correlation value over 0.8 is regarded as very strong, while
0.6 to 0.8 is regarded as moderately strong, 0.3 to 0.5 is fair, and below 0.3
is poor [56]. To verify the feasibility of using the neural network to predict
the parameters for stock prices, this study adopted Pearson correlation coef-
ficients to evaluate the quality of the trained network. As shown in Tab. III,
the Pearson correlation coefficient reached an average value at 80.21% with a
comparatively low standard deviation of 0.1066. This represents a high cor-
relation between the input variables and output variable, presenting a good
representation of the estimated properties.

• Step 5: The main effect and the interaction effect are analyzed with design
of experiment
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Std Run Cener Blocks N LR M Epoch RMSE R
Order Order Pt

6 1 1 1 20 0.3 0.9 20000 0.0270554 0.802397

23 2 1 1 8 0.9 0.9 20000 0.0470643 0.916068

28 3 0 1 14 0.6 0.7 30000 0.0312505 0.772462

27 4 0 1 14 0.6 0.7 30000 0.0209704 0.766201

18 5 1 1 20 0.3 0.5 40000 0.0291753 0.750341

14 6 1 1 20 0.3 0.9 20000 0.0206281 0.782977

16 7 1 1 20 0.9 0.9 40000 0.0166585 0.864046

26 8 0 1 14 0.6 0.7 30000 0.0207872 0.727248

13 9 1 1 8 0.3 0.9 40000 0.0295201 0.597599

25 10 0 1 14 0.6 0.7 30000 0.0241962 0.896121

30 11 0 1 14 0.6 0.7 30000 0.026363 0.855076

8 12 1 1 20 0.9 0.9 40000 0.0138229 0.941246

4 13 1 1 20 0.9 0.5 20000 0.0276226 0.84149

1 14 1 1 8 0.3 0.5 20000 0.0388042 0.982435

21 15 1 1 8 0.3 0.9 40000 0.0333401 0.853172

17 16 1 1 8 0.3 0.5 20000 0.0361917 0.962001

24 17 1 1 20 0.9 0.9 40000 0.0279477 0.841218

20 18 1 1 20 0.9 0.5 20000 0.0254498 0.748895

7 19 1 1 8 0.9 0.9 20000 0.033244 0.570916

19 20 1 1 8 0.9 0.5 40000 0.0279061 0.745501

11 21 1 1 8 0.9 0.5 40000 0.0302484 0.659614

15 22 1 1 8 0.9 0.9 20000 0.0320179 0.70771

5 23 1 1 8 0.3 0.9 40000 0.0222027 0.868459

9 24 1 1 8 0.3 0.5 20000 0.0399339 0.962057

29 25 0 1 14 0.6 0.7 30000 0.0248234 0.62418

2 26 1 1 20 0.3 0.5 40000 0.0283103 0.799933

12 27 1 1 20 0.9 0.5 20000 0.027048 0.754672

22 28 1 1 20 0.3 0.9 20000 0.0236742 0.745429

10 29 1 1 20 0.3 0.5 40000 0.0289298 0.898542

3 30 1 1 8 0.9 0.5 40000 0.0307752 0.826263

Tab. III Design-of-experiment results for RMSE and testing R.

After ANN training and testing experiment are completed, a factor analysis
is processed on the experimental factor combination and reaction value in
Tab. III. As shown in Fig. 1, factors with greater reaction effects will be
identified from this Pareto chart illustration. There are four factors used
in the standardized effects analysis, including A, B, C, D and each factor
means neurons numbers, learning rate, momentum, and number of Epochs,
respectively. It can be seen that the AB experimental factor combination
created by the interaction between A (N) and B (LR) factors has a significant
impact on reaction value R and has exceeded the critical value. For reaction
value R, the main effect and the interaction effect between the factors of A
(N), B (LR), C (M), D (Epoch) are respectively drawn into Fig. 2 and Fig. 3.
Due to a central point is added, there is an extra central point between the
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high and low levels of the reaction plot. At this time, we can test the effect
of different factors at the same time, not having to process experiment on
each factors respectively, and can also observe the interaction effect created
between factors in a single and complicated experiment. Fig. 2 is the main
effect reaction plot of the four factors, which is the difference condition of
every level between the located treatment reaction value means.

Fig. 1 Standardized effects of the DOE-based BPNN factors.

Fig. 2 Main effects of the DOE-based BPNN factors.
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Fig. 3 Interactive relationship of the DOE-based BPNN factors.

Fig. 2 illustrates the number of neurons at low level then the experimental
results would get higher values of R. In addition, the same situation with
learning rate, Fig. 2 also illustrates the lowest levels of momentum and
Epochs will match with the higher values of R. However, there exist some
interactions among number of neurons and learning rate as shown in Fig. 1.
Hence, the optimization parameter setting cannot be judged from the main
effect plot in Fig. 2.

It shows in Fig. 3 that when the effect of a factor under a different level
of another factor is different, then it is called that these two factors have
interactions. If the effect of a factor under a different level of another factor
is the same in an experiment, then it is called that these two factors have
no interactions. In the interaction plot, the results indicated the number of
neurons in the hidden layer should be 8 and differences with main effects plot.

• Step 6: Decide the optimal parameter setting

An optimal design is implemented through the analysis of main effects and
factor interaction effects, the result is shown as Fig. 4, in the condition of the
optimal combination of the four factors, reaction value y can reach 0.9617.

• Step 7: Experiment validation

After the optimal parameter is obtained, verification must be processed to
verify whether the optimal parameter setting is correct. Therefore, this re-
search uses the k-fold approach with an optimal parameter combination ac-
cording to the optimal parameters in Fig. 4. The k-fold approach [57] is a
cross-validation method used to evaluate the classification accuracy rate. For
the purposes of this research, Kis set as 5 and the data was divided into five
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Fig. 4 Optimal parameter setting for DOE-based BPNN with 1st sub-dataset.

portions. The final average accuracy rate was the average of the five accuracy
rates. Therefore, the hidden layer of neurons number is set to 8, learning rate
is set to 0.3, momentum is set to 0.5 and numbers of Epoch is set to 20,000.
Finally, the experiment validation processed is the optimal parameter com-
bination value and its experimental result as shown in Tab. IV. Therefore,
the hidden layer of neurons number is set to 8, learning rate is set to 0.3,
momentum is set to 0.5 and numbers of Epoch is set to 20,000. Finally, the
experiment validation processed is the optimal parameter combination value
and its experimental result as shown in Tab. IV.

Epoch N LR M Y1 Y2 Y3 Y4 Y5 Ȳ

20,000 8 0.3 0.5 0.9103 0.9493 0.9436 0.9614 0.8729 0.9275

Tab. IV Experiment results with 1st sub-dataset.

The second sub-dataset is from the first season of 2010 to the fourth season of
2011, the experimental process is processed by repeating step 4 to step 7. Af-
ter summarizing the optimal result of step 4 to 7, the parameter combination
is shown as Fig. 5, the neurons number of 8, learning rate of 0.3, momentum
of 0.9 and Epochs of 20,000. In the optimal combination condition of the four
factors, reaction value y can reach 0.9166, then apply this optimal parame-
ter combination to respectively process 5-fold cross validation to obtain the
stability, finally process the experiment validation. The optimal parameter
combination and the experimental result are shown as Tab. V.
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Fig. 5 Optimal parameter setting for DOE-based BPNN with 1st sub-dataset.

Epoch N LR M Y1 Y2 Y3 Y4 Y5 Ȳ
20,000 8 0.3 0.9 0.8509 0.9107 0.9089 0.8455 0.8433 0.8719

Tab. V Experiment results with 2nd sub-dataset.

4.2 Comparative Research and Discussion

The platform adopted to develop the proposed DOE-based BPNN model and other
AI approaches uses a PC with the following attributes: Intel I7 eight-core CPU,
16G RAM, Windows 7 OS and the MATLAB R2013 development environment.
For the purposes of discussion, the experimental parameters settings were identical
to those noted in Section 4.1 and 5-fold cross validation was used to evaluate
forecasting performance.

This research has proposed the method that integrates traditional design of
experiment and BPNN to improve the performance of stock price prediction. To
compare the performance of the proposed model, the Pearson correlation, RMSE,
and CPU computing time processed on the testing dataset with linear regression,
least median squares, BPNN, radial basis function networks (RBFN), support vec-
tor regression (SVR) are summarized as Tab. VI. The Pearson correlation and
RMSE of the proposed method are all better than traditional statistical analysis
and conventional neural networks. The proposed method is verified to effectively
improve the prediction performance. In addition, this research has divided the
dataset into two sub-datasets based on the Subprime Mortgage Crisis in the U.S.
The experiments are processed according to the design of experiment steps, and
the result shows the outcome obtained from both first sub-dataset and second
sub-dataset are better than the other models, as shown in Tab. VI.
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In the 1st sub-dataset experiment, the proposed DOE-based BPNN model only
needs 36 seconds of CPU time with 9.27 RMSE, as opposed to the statistical
methods such as the linear regression approach which required about 286 seconds
with 23.791 RMSE, while least median squares approach required 232 seconds with
17.159 RMSE. In addition, the proposed DOE-based BPNN model outperformed
the conventional BPNN, RBFN, and SVR approaches, which respectively needed
384, 618, and 125 seconds of CPU time with 15.544, 42.628, and 12.537 RMSE.
The same results were found in the 2nd sub-dataset experiment, where the proposed
DOE-based BPNN model needed the least CPU time and lowest RMSE value to
predict the stock price variation.

Prediction 1st sub-dataset 2nd sub-dataset
Models Pearson

correlation
RMSE Computing

Times (s)
Pearson
correlation

RMSE Computing
Times (s)

Linear
Regression

0.8845 23.791 286 0.8296 20.528 247

Least Median
Squares

0.9039 17.159 232 0.5342 30.776 492

BPNN 0.8894 15.544 384 0.8481 21.483 461

RBFN 0.4057 42.628 618 0.1315 34.218 532

SVR 0.9095 12.537 125 0.8206 20.884 203

DOE-based
BPNN

0.9275 9.27 36 0.8719 14.45 54

Tab. VI Performance comparison with other models.

This research presents several key findings regarding the implications and de-
terminants of time series predictions of stock price:

(1) Our approach requires 80% fewer financial ratios than other methods but still
presents highly-accurate stock price predictions with lowly RMSE. This also
proves the stepwise regression methodology could be a suitable approach to
process feature selection.

(2) This research found that the Pearson correlation would significantly influence
the prediction accuracy, especially in time series datasets. This issue has been
seldom explored in prior researches on stock price prediction.

(3) This research empirically determined the DOE-based optimization approach
achieved better forecasting accuracy than other statistical approaches, such
as linear regression, least median squares and SVR. Besides, it also has sig-
nificant performance than conventional neural networks, such as BPNN and
RBFN. Furthermore, the DOE-based optimization approach has rarely been
used for forecasting, especially for financial problems.

4.3 America Banking Datasets

To validate the general application of the proposed model in practice, this study
collected the history financial data from 40 American banks listed on the New York
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Stock Exchange (NYSE). In addition, these 40 American banks were including 20
bankruptcy banks and 20 healthy banks. The collection period was mainly from
January 2006 to December 2009. All the financial indicators adopted in this study
were gathered from balance sheets, cash flow statements, and income statements.
Detailed information for the 40 American banks is provided in “Appendix B”.

This experiment directly adopted the 16 commonly used financial indicators
from Table 1 as the input variables for the back propagation neural network, and
then predicted stock prices with the DOE-based BPNN model. As shown in Table
VII, in the non-distressed sub-dataset experiment, the proposed DOE-based BPNN
model only needed 62 seconds of CPU time with 8.15 RMSE, while the statistical
methods such as the linear regression approach which required about 142 seconds
with 15.623 RMSE, and the least median squares approach which required 166
seconds with 16.267 RMSE. In addition, the proposed DOE-based BPNN model
also outperformed the conventional BPNN, RBFN, and SVR approaches, which
respectively required 213, 365, and 94 seconds of CPU time with 12.783, 23.892,
and 10.126 RMSE. The same results were found for the financially distressed sub-
dataset experiment, where the proposed DOE-based BPNN model needed the least
CPU time and the lowest RMSE value to predict stock price variations. Thus, the
findings of this experiment are valuable and indicate that the proposed model
outperforms other approaches in practice.

Prediction Non-Financial Distress Dataset Financial Distress Dataset
Models Pearson

correlation
RMSE Computing

Times (s)
Pearson
correlation

RMSE Computing
Times (s)

Linear
Regression

0.9022 15.623 142 0.8096 21.436 184

Least Median
Squares

0.8824 16.267 166 0.7133 26.528 203

BPNN 0.9108 12.783 213 0.8326 18.693 248

RBFN 0.6212 23.892 365 0.6034 28.126 356

SVR 0.9216 10.126 94 0.8594 15.768 98

DOE-based
BPNN

0.9432 8.15 62 0.9234 10.28 66

Tab. VII Performance comparison with other models of NYSE Datasets.

5. Conclusions

Stock investment is an investment toll which is popular and commonly used in
the world. Applying ANN on the prediction of stock price has been verified as an
effective prediction tool. Most academic researchers have applied trial and error
according to their experiences to get the optimization parameters’ setting of ANN.
This research can successfully find out the key factors through applying design of
experiment systematically, and further find the optimal parameter combination.
The empirical result shows a significant improvement for the correlation coefficient
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of ANN. In addition, the application of fractional factorial experiment will also
allow a significant decrease of experiment frequency, and further save time and
cost. The difference is that it can explore many factors during one experiment
without going through the trial and error. Therefore, it can be seen that the
proposed methodology is feasible.

There are some researches can be worth to investigate. First, bio-inspired com-
puting algorithms can be considered to integrating with SVM model. Second, the
parameter optimization method proposed by this research only applies BPNN as
the study object, future studies will be able to verify the predication performance
of other neural network models. Third, this research defines the stock price on the
5th business day after the publication date of the financial statement as the output
variable. Future studies can explore towards a mid-term or long-term financial
statement disclosure. Finally, this research recommends adding more experimental
factors on design of experiment to improve the interpretability of reaction value.
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Appendix A. Financial indicators

No. Code Variables
1 X1 Fixed assets ratio
2 X2 Fixed assets to equity ratio
3 X3 Fixed assets to long-term debt ratio
4 X4 Fixed assets to permanent capital ratio
5 X5 Debt ratio
6 X6 Long term funds to fixed assets ratio
7 X7 Shareholders’ equity to debt ratio
8 X8 Shareholders’ equity to long term debt ratio
9 X9 Capital to total assets ratio
10 X10 Net worth ratio
11 X11 Long term debt to net worth ratio
12 X12 Fixed assets to net worth ratio
13 X13 Gearing ratio
14 X14 Current ratio
15 X15 Quick ratio
16 X16 Cash to current asset ratio
17 X17 Cash to current liability ratio
18 X18 Return on capital employed to current asset ratio
19 X19 Short-term borrowing to current asset ratio
20 X20 Account payables turnover rate
21 X21 Payable turnover rate
22 X22 Receivables turnover rate
23 X23 Inventory turnover rate
24 X24 Fixed assets turnover rate
25 X25 Total assets turnover rate
26 X26 Net worth turnover rate
27 X27 Operation ıncome to capital ratio
28 X28 Pre-tax profit to paid-in capital ratio
29 X29 Gross margin ratio
30 X30 Operating expense ratio
31 X31 Operating profit margin ratio
32 X32 Operating profit margin (minus interest expenses) ratio
33 X33 Net income before tax ratio
34 X34 Net profit ratio
35 X35 Pre-tax rate of return on equity ratio
36 X36 After-tax rate of return on equity
37 X37 Pre-tax rate of return on assets
38 X38 After-tax rate of return on assets
39 X39 Return on fixed assets ratio
40 X40 Interest expenses to operating income ratio
41 X41 Interest protection multiples ratio
42 X42 Sales seasonal variation rate

391



Neural Network World 4/13, 369-393

43 X43 Sales growth rate
44 X44 Total assets growth rate
45 X45 Net worth growth rate
46 X46 Fix asset growth rate
47 X47 Cash flow ratio
48 X48 Operating ıncome seasonal variation rate
49 X49 Operating ıncome growth rate
50 X50 Pre-tax net profit margin variation rate
51 X51 Pre-tax net profit margin growth rate
52 X52 After-tax net profit margin variation rate
53 X53 After -tax net profit margin growth rate
54 X54 Price-to-book

Appendix B. America Banks Lists

Non-Financial Distress Banks Name Banks Abbr. or Code
American National Bankshares Inc. AMNB
Annapolis Bancorp Inc. ANNB
Atlantic Bancshares Inc ATBA.OB
Atlantic Southern Financial Group, Inc. ASFN
BancorpSouth, Inc. BXS
Bank of America Corporation BAC
Bank of Florida Corporation BOFL
Bridge Bancorp, Inc. BDGE
Capital One Financial Corp. COF
Capitol Federal Financial CFFN
Citizens Republic Bancorp, Inc CRBC
Comerica Incorporated CMA
Commerce Bancshares Inc. CBSH
East West Bancorp, Inc. EWBC
First Bancorp FBNC
First Citizens Bancshares Inc. FCNCA
First Horizon National Corp. FHN
Bank of the Ozarks, Inc. OZRK
Webster Financial Corp. WBS
Whitney Holding Corp. WTNY
Financial Distress Banks Name Banks Abbr. or Code
American International Group, Inc AIG
Community Bankers Trust Corporation BTC
CIT Group, Inc. CIT
Dun & Bradstreet Corp DNB
Farmers Capital Bank Corp. FFKT
First National Bank Alaska FNBA
First Trust Bank FTB
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Freddie Mac FM
Horizon Financial Corp. HFC
IndyMac Bancorp Inc IMB
Lehman Brothers Holdings Inc LBH
Mechanics Bank MB
Michigan Heritage Bancorp Inc. MHB
National Bank of Greece SA NBG
Rainier Pacific Financial Group Inc. RPF
Signature Bank SBG
Silver State Bancorp SSB
Sunwest Bank SB
The Toronto-Dominion Bank TTDB
Virginia National Bank VNB
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